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Introduction

The goal of this book is to give a comprehensive exposition of the relations
among the following three topics: tensor categories (such as a category of repre-
sentations of a quantum group), 3-dimensional topological quantum field theory
(which, as will be explained below, includes invariants of links), and 2-dimensional
modular functor (which arises in 2-dimensional conformal field theory).

The idea that these subjects are somehow related first appeared in physics
literature, in the study of quantum field theory. The pioneering works of Wit-
ten [W1, W2] and Moore and Seiberg [MS1] triggered a real avalanche of pa-
pers, both physical and mathematical, exploring various aspects of these rela-
tions. Among the more important milestones we should name the papers of Segal
[S], Reshetikhin–Turaev [RT1, RT2], Tsuchiya–Ueno–Yamada [TUY], Drinfeld
[Dr3, Dr4], Beilinson–Feigin–Mazur [BFM], and many others.

By late 1990s it had become a commonplace that these topics are closely related.
However, when the second author decided to teach (and the first author to take) a
class on this topic at MIT in the Spring of 1997, they realized that finding precise
statements in the existing literature was not easy, and there were some gaps to
be filled. Moreover, the only work giving a good exposition of all these notions
was Turaev’s book [T], which unfortunately didn’t cover some important (from
our point of view) topics, such as complex-analytic approach to modular functor,
based on connections on the moduli spaces. Another excellent reference was the
manuscript [BFM], which unfortunately is still unfinished, and it is not known
when (and if) it will be published. Thus, it was natural that after the course was
completed, we decided to turn it into a book which would provide a comprehensive
exposition. Needless to say, this book is almost completely expository, and contains
no new results — our only contribution was putting known results together, filling
the gaps, and sometimes simplifying the proofs.

To give the reader an idea of what kind of relations we are talking about, we
give a quick introduction. Let us first introduce the main objects of our study:

Tensor categories: These are abelian categories with associative tensor prod-
uct, unit object, and some additional properties, such as rigidity (existence
of duals). We will be interested only in semisimple categories, such as a cat-
egory of complex representations of a compact group. However, we weaken
the commutativity condition: namely, we require existence of functorial iso-
morphism σVW : V ⊗W →W ⊗V , but — unlike the classical representation
theory — we do not require σ2 = id. The best known example of such a
category is a category of representations of a quantum group; however, there
are also other examples.

We will also need special class of tensor categories which are called
modular tensor categories (MTC); these are semisimple tensor categories
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2 INTRODUCTION

with finite number of simple objects and certain non-degeneracy properties.
The main example of such categories is provided by a suitable semisimple
quotient of the category of representation of a quantum group at a root of
unity.

3-dimensional topological quantum field theory (3D TQFT): Despite
its physical name, this is a completely mathematical object (to such an ex-
tent that some physicists question whether it has any physical meaning at
all). A simple definition is that a TQFT is a rule which assigns to every
2-dimensional manifold N a finite-dimensional vector space τ(N), and to
every cobordism — i.e. a 3-manifold M such that its boundary ∂M is writ-
ten as ∂M = N1 ⊔ N2 — a linear operator τ(N1) → τ(N2) (here N is N
with reversed orientation). In particular, this should give a linear operator
τ(M) : C → C , i.e., a complex number, for every closed 3-manifold M .

We will, however, need a somewhat more general definition. Namely,
we will allow 2-manifolds to have marked points with some additional data
assigned to them, and 3-manifolds to have framed tangles inside, which
should end at the marked points. In particular, taking a 3-sphere with a
link in it, we see that every such extended 3D TQFT defines invariants of
links.

2-dimensional modular functor (2D MF): topological definition: By def-
inition, a topological 2D modular functor is the assignment of a finite-
dimensional vector space to every 2-manifold with boundary and some ad-
ditional data assigned to the boundary components, and assignment of an
isomorphism between the corresponding vector spaces to every homotopy
class of homeomorphisms between such manifolds. In addition, it is also
required that these vector spaces behave nicely under gluing, i.e., the op-
eration of identifying two boundary circles of a surface to produce a new
surface.

2-dimensional modular functor (2D MF): complex-analytic definition:
A complex-analytic modular functor is a collection of vector bundles with
flat connection on the moduli spaces of complex curves with marked points,
plus the gluing axiom which describes the behavior of these flat connections
near the boundary of the moduli space (in Deligne–Mumford compactifi-
cation). Such structures naturally appear in conformal field theory: every
rational conformal field theory gives rise to a complex-analytic modular func-
tor. The most famous example of a rational conformal field theory — and
thus, of a modular functor — is the Wess–Zumino–Witten model, based on
representations of an affine Lie algebra.

The main result of this book can be formulated as follows: the notions of a
modular tensor category, 3D TQFT and 2D MF (in both versions) are essentially
equivalent.

Below we will provide a simple example that illustrates how one fact — the
quantum Yang–Baxter equation — looks in each of these setups. Let us fix a
semisimple abelian category C and a collection of objects V1, . . . , Vn ∈ C.

Tensor category setup. Assume that we have a structure of a tensor category
on C. Denote by σi the commutativity isomorphisms

σViVi+1 : V1 ⊗ · · · ⊗ Vi ⊗ Vi+1 ⊗ · · · ⊗ Vn → V1 ⊗ · · · ⊗ Vi+1 ⊗ Vi ⊗ · · · ⊗ Vn.
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Then the axioms of a tensor category imply that

σiσi+1σi = σi+1σiσi+1

where both sides are isomorphisms · · ·⊗Vi⊗Vi+1⊗Vi+2⊗· · · → · · ·⊗Vi+2⊗Vi+1⊗
Vi ⊗ · · · . This identity is known as the quantum Yang–Baxter equation.

3D TQFT setup. Consider the 2-sphere S2 = R2 ∪ ∞ with marked points
p1 = (1, 0), p2 = (2, 0), . . . , pn = (n, 0) and with the objects V1, . . . , Vn assigned to
these points; this defines a vector space τ(S2;V1, . . . , Vn). Consider the 3-manifold
M = S2 × [0, 1] with a tangle inside as shown in Figure 0.1 (which only shows two
planes; to get the sphere, the reader needs to add an infinite point to them).

i+1i

Figure 0.1. A 3-manifold with a braid inside.

This gives an operator

σTQFT : τ(S2;V1, . . . , Vn) → τ(S2;V1, . . . , Vi+1, Vi, . . . , Vn)

which also satisfies the quantum Yang–Baxter equation; this follows from the fact
that the following 3-manifolds with tangles inside are homeomorphic:

i+1 i+2i

=

i+1 i+2i

2D MF (topological) setup. Here, again, we take N = S2 = R2 ∪∞ with
small disks around the points p1, . . . , pn removed, and with objects V1, . . . , Vn as-
signed to the boundary circles. The corresponding vector space is again HomC(1, V1⊗
· · · ⊗ Vn). Consider the homeomorphism bi shown in Figure 0.2. This defines an
operator

(bi)∗ : τ(S
2;V1, . . . , Vn) → τ(S2;V1, . . . , Vi+1, Vi, . . . , Vn)

which also satisfies the quantum Yang–Baxter equation. Now this follows from the
fact that the homeomorphisms bibi+1bi and bi+1bibi+1 are homotopic.

2D MF (complex-analytic) setup. We consider the moduli space of spheres
with n marked points. A 2D MF defines a local system on this moduli space; denote
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i i i+i+1 1

Figure 0.2. Braiding for topological modular functor.

the fiber of the corresponding vector bundle over the surface Σ = P1 with marked
points p1 = 1, . . . , pn = n by τ(S2;V1, . . . , Vn). Then the operator of holonomy
along the path bi, shown in Figure 0.3, gives a map

(bi)∗ : τ(P
1;V1, . . . , Vn) → τ(P1;V1, . . . , Vi+1, Vi, . . . , Vn)

and the quantum Yang–Baxter equation follows from the identity bibi+1bi = bi+1bibi+1

in the fundamental group of the moduli space of punctured spheres.

i i+1

Figure 0.3. Braiding for complex-analytic modular functor.

This simple example should convince the reader that indeed there is some com-
mon algebraic structure playing pivotal role in all of these subjects. In this partic-
ular example, it is not too difficult to show that this underlying algebraic structure
is nothing but the braid group. However, when we try to include the notion of
dual representation on the tensor category side and higher genus surfaces on the
topological side, situation gets more complicated. Still, the main result holds: un-
der some (not too restrictive) assumptions, the notions of modular tensor category
(MTC), 3D TQFT and 2D MF (topological and complex-analytic) are essentially
equivalent. Schematically, this can be expressed by the following diagram:

MTC

))RRRRRRRRRRR
oo // topological 2D MF oo //

��

complex-analytic 2D MF

3D TQFT

OO
.

Here is a brief description of these equivalences, along with precise references:

Tensor categories→3D TQFT: This equivalence is given by Reshetikhin–
Turaev invariants of links and 3-manifold [RT1, RT2] and their general-
ization to surfaces with boundaries [T]. In particular, in the example of a
sphere with nmarked points described above, the correspondence is given by

τ(S2;V1, . . . , Vn) = HomC(1, V1⊗ · · ·⊗Vn), σi = σTQFT
i . Precise statements

can be found in Chapter 4, in particular, in Theorem 4.4.3. These invari-
ants have a long history, which we can’t describe here; suffices to say that
the idea that path integrals in conformal field theory give rise to invariants
of links was suggested by Witten [W1, W2]. Unfortunately, path integral
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technique is still far from being rigorous from mathematical point of view,
so Reshetikhin and Turaev do not use it; instead, they use presentation of
a 3-manifold as a result of surgery along a framed link.

3D TQFT→2D MF (topological): This arrow is almost tautological: all
the axioms of 2D MF are contained among the axioms of 3D TQFT, except
for the gluing axiom, which is also rather easy to prove. Details are given
in Section 5.8.

2D MF(topological)→3D TQFT: A complete construction of such a map
is not yet known (at least to the authors); some partial results in this direc-
tion, due to Crane[C] and Kohno [Ko], are given in Section 5.8. They are
based on the Heegard splitting.

2D MF (topological)↔tensor categories: This is based on the results of
Moore and Seiberg [MS1], who showed (with gaps, which were filled in
[BK], [FG]) that the axioms of a modular tensor category, when rewritten
in terms of the vector spaces of homomorphisms, almost coincide with the
axioms of 2D topological modular functor. (The word “almost” refers to
a minor difficulty in dealing with duality, or rigidity, in a tensor category.)
This is discussed in detail in Chapter 5; in particular, the main result is
given in Theorem 5.5.1, or, in a more abstract language, in Theorem 5.6.19.

2D MF (topological)↔2D MF (complex-analytic): This is based on the
Riemann–Hilbert correspondence, which in particular claims that the cate-
gories of local systems (=locally constant sheaves) and vector bundles with
flat connections with regular singularities are equivalent. Applying this to
the moduli space of Riemann surfaces with marked points, and using the
fact that the fundamental group of this moduli space is exactly the mapping
class group, we get the desired equivalence. We also have to check that this
equivalence preserves the gluing isomorphisms. All this is done in Chapter 6;
in particular, the main result is contained in Theorem 6.4.2.

The book is organized as follows.
In Chapter 1, we give basic definitions related to braided tensor categories,

such as commutativity and associativity isomorphisms, and state various coherence
theorems. We also give two basic examples of tensor categories: the category C(g)
of representations of a quantum group Uq(g) (for formal q, i.e., over the field of
rational functions in q) and Drinfeld’s category D(g,κ),κ /∈ Q, which as abelian
category coincides with the category of finite-dimensional complex representations
of a simple Lie algebra g, but has commutativity and associativity isomorphisms
defined in terms of asymptotics of the Knizhnik–Zamolodchikov equations.

In Chapter 2, we continue the study of the theory of tensor categories. We
define the notion of ribbon category (in other terminology, rigid balanced braided
tensor category) as a category in which every object has a dual satisfying some
natural properties and there are functorial isomorphisms V ∗∗ ≃ V compatible with
the tensor product. We develop the “graphic calculus”, allowing one to present
morphisms in a ribbon category by ribbon (framed) tangles. In particular, this
shows that every ribbon category gives rise to invariants of links (Reshetikhin–
Turaev invariants). We also show that both examples of Chapter 1 — that is, the
categories C(g) and D(g,κ) — are ribbon.

In Chapter 3, we introduce one more refinement of the notion of a tensor cate-
gory — that of a modular tensor category. By definition, this is a semisimple ribbon
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category with a finite number of simple objects satisfying a certain non-degeneracy
condition. It turns out that these categories have a number of remarkable prop-
erties; in particular, we prove that in such a category one can define a projective
action of the group SL2(Z) on an appropriate object, and that one can express the
tensor product multiplicities (fusion coefficients) via the entries of the S-matrix
(this is known as Verlinde formula). We also give two examples of modular tensor
categories. The first one, the category C(g,κ),κ ∈ Z+, is a suitable semisimple sub-
quotient of the category of representation of the quantum group Uq(g) for q being

root of unity: q = eπi/mκ. The second one is the category of representations of a
quantum double of a finite group G, or equivalently, the category of G-equivariant
vector bundles on G. (We do not explain here what is the proper definition of
Drinfeld’s category D(g,κ) for κ ∈ Z+, which would be a modular category — this
will be done in Chapter 7.)

In Chapter 4, we first move from algebra (tensor categories) to topology,
namely, to invariants of 3-manifolds and topological quantum field theory (TQFT).
We start by showing how one can use Reshetikhin–Turaev invariants of links to de-
fine, for every modular tensor category, invariants of closed 3-manifolds with a link
inside. This construction is based on presenting a manifold as a result of surgery of
S3 along a framed link, and then using Kirby’s theorem to check that the resulting
invariant does not depend on the choice of such presentation. Next, we give a gen-
eral definition of a topological quantum field theory in any dimension and consider
a “baby example” of a 2D topological quantum field theory. After this, we return
again to dimension 3 case and define “extended” 3D TQFT, in which 3-manifolds
may contain framed tangles, whose ends must be on the boundary; thus, the bound-
ary becomes a surface with marked points and non-zero tangent vectors assigned
to them. The main result of this chapter is that every MTC defines an extended
3D TQFT (up to a suitable “central extension”). This, in particular, explains the
action of SL2(Z) which was introduced in Chapter 3: this action corresponds to the
natural action of SL2(Z) on the torus with one marked point.

In Chapter 5, we introduce topological 2D modular functor and discuss its
relation with the mapping class groups. We also introduce the proper formalism —
that of towers of groupoids. The main part of this chapter is devoted to describing
the tower of mapping class groups — and thus, the modular functor — by generators
and relations, as suggested by Moore and Seiberg. Our exposition follows the results
of [BK]. Once such a description is obtained, as an easy corollary we get that every
modular tensor category defines a 2D topological modular functor (with central
charge — see below), and conversely, every 2D MF defines a tensor category which
is “weakly rigid”. Unfortunately, we were unable to prove — and we do not know
of such a proof — that the tensor category defined by a 2D MF is always rigid.
However, if it is actually rigid, then we prove that it is an MTC.

In Chapter 5, we also describe accurately the central charge phenomena. As
was said before, an MTC defines only a projective representation of SL2(Z), or,
equivalently, a representation of a central extension of SL2(Z), while a 2D MF
should give a true representation of SL2(Z) and all other mapping class groups.
To account for projective representations, we introduce the notion of a modular
functor with a central charge, which can be thought of as a “central extension” of
the modular functor, and show how the central charge can be calculated for a given
MTC.
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In Chapter 6, we introduce the complex-analytic version of modular functor.
We start by giving all the necessary preliminaries, both about flat connections
with regular singularities (mostly due to Deligne) and about the moduli space of
punctured curves and its compactification (Deligne–Mumford). Unfortunately, this
presents a technical problem: the moduli space is not a manifold but an algebraic
stack; we try to avoid actually defining algebraic stacks, thus making our exposition
accessible to people with limited algebraic geometry background.

After this, we define the complex-analytic MF as a collection of local systems
with regular singularities on the moduli spaces of punctured curves, formulate the
gluing axiom, which now becomes the statement that these local systems “factorize”
near the boundary of the moduli space (the accurate definition uses the specializa-
tion functor), and prove that the notions of topological and complex analytic MF
are equivalent. We also return to the Drinfeld category D(g,κ), and show that its
definition in terms of Knizhnik–Zamolodchikov equations is nothing but an example
of the complex-analytic modular functor in genus zero.

Finally, in Chapter 7 we consider the most famous example of a modular func-
tor, namely the one coming from the Wess–Zumino–Witten model of conformal field
theory. This modular functor is based on integrable representations of an affine Lie
algebra ĝ, and the vector bundle with flat connection is defined as coinvariants
with respect to the action of the Lie algebra of meromorphic g-valued functions (in
physics literature, this bundle is known as the bundle of conformal blocks). The
main result of this chapter is proving that this bundle indeed satisfies the axioms of
complex-analytic modular functor. The most difficult part is proving the regularity
of the connection at the boundary of the moduli space, which was first done by
Tsuchiya, Ueno, and Yamada [TUY]. The proof presented in this chapter is based
on the results of the unpublished manuscript [BFM], with necessary changes.

History. Even though the theory described in this book is relatively new,
the number of related publications is now measured in thousands, if not tens of
thousands. We tried to list some of the most important references in the beginning
of each chapter; however, this selection is highly subjective and does not pretend
to be complete in any way. If you find that we missed some important result or
gave an incorrect attribution, please let us know and we will gladly correct it in the
next edition.

Acknowledgments. First of all, this book grew out of the course of lectures
on tensor categories, given by the second author at MIT in the Spring of 1997.
Therefore, we would like to thank all participants of this class — without them,
this book would never have been written.

Second, the authors want to express their deep gratitude to all those who helped
us in the work on this manuscript — by explaining to us many things which we
didn’t fully understand, reading preliminary versions and pointing out our mistakes,
and much more. Here is a partial list of them: Alexander Beilinson, Pierre Cartier,
Pierre Deligne, Pavel Etingof, Boris Feigin, Michael Finkelberg, Domenico Fiorenza,
Victor Kac, David Kazhdan.

During the writing of this book we enjoyed the hospitality of several institutions:
ENS (Paris), ESI (Vienna), IAS (Princeton), and IHES (Paris). We thank the
National Science Foundation and the Alfred P. Sloan Foundation for partial support
of this project, and the American Mathematical Society for its final materialization.
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CHAPTER 1

Braided Tensor Categories

In this chapter, we give basic definitions related to braided tensor categories,
such as commutativity and associativity isomorphisms, and state various coherence
theorems. We also give two basic examples of tensor categories: the category C(g)
of representations of a quantum group Uq(g) (for formal q, i.e., over the field of
rational functions in q) and Drinfeld’s category D(g,κ),κ /∈ Q, which as abelian
category coincides with the category of finite-dimensional complex representations
of a simple Lie algebra g, but has commutativity and associativity isomorphisms
defined in terms of asymptotics of the Knizhnik–Zamolodchikov equations.

1.1. Monoidal tensor categories

We will work over a field k of characteristic 0. Recall the following definition
(for details, see, e.g., [Mac]).

Definition 1.1.1. A category C is an additive category over k if the following
conditions are satisfied:

(i) All HomC(U, V ) ≡ MorC(U, V ) are k-vector spaces and the compositions

HomC(V,W )×HomC(U, V ) → HomC(U,W ), (ϕ, ψ) 7→ ϕ ◦ ψ

are k-bilinear (U, V,W ∈ ObC).
(ii) There exists a zero object 0 ∈ Ob C such that HomC(0, V ) = HomC(V, 0) = 0

for all V ∈ Ob C.
(iii) Finite direct sums exist in C.
An additive category C is called abelian if it satisfies the following condition:
(iv) Every morphism ϕ ∈ HomC(U, V ) has a kernel kerϕ ∈ Mor C and a cokernel

cokerϕ ∈ Mor C. Every morphism is a composition of an epimorphism followed
by a monomorphism. If kerϕ = 0, then ϕ = ker(cokerϕ); if cokerϕ = 0, then
ϕ = coker(kerϕ).

Informally speaking, an abelian category is an additive category in which we
can use the notions of a kernel and a cokernel of a morphism in the same way as,
say, in the category of vector spaces over k.

Functors between additive categories will always be assumed to be k-linear on
the spaces of morphisms.

Example 1.1.2. The following categories are abelian:
(i) The category of k-vector spaces Vec(k) and the category of finite dimensional

k-vector spaces Vecf(k).
(ii) The category Rep(A) of representations of a k-algebra A.
(iii) The category Rep(G) of representations of a group G over k.

9
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Definition 1.1.3. An object U in an abelian category C is called simple if any
injection V →֒ U is either 0 or isomorphism.

An abelian category C is called semisimple if any object V is isomorphic to a
direct sum of simple ones:

V ≃
⊕

i∈I

NiVi

where Vi are simple objects, I is the set of isomorphism classes of non-zero simple
objects in C, Ni ∈ Z+ and only a finite number of Ni are non-zero.

Throughout the book we will consider only semisimple categories satisfying the
following additional property:

EndVi = k for all i ∈ I.(1.1.1)

This automatically holds if the base field k is algebraically closed (Schur’s Lemma).
It easily follows from the definition that

Hom(Vi, Vj) = 0, i 6= j.(1.1.2)

Let C be an abelian category. We want to define a notion of tensor product ⊗ on
C with natural associativity and commutativity properties. Let us first digress to a
well-known example. Recall that for a k-vector spaceA, a bilinear map · : A×A→ A
is called associative if any two expressions

(a1 · a2) ·
(
(a3 · a4) · · · an

)
,(1.1.3)

obtained by placing brackets in the product a1 ·a2 · · ·an, are equal. This definition
of associativity is equivalent to the usual one.

Theorem 1.1.4. A bilinear map · : A×A→ A is associative if and only if

(a1 · a2) · a3 = a1 · (a2 · a3)(1.1.4)

for all a1, a2, a3 ∈ A.

Of course, this fact is well-known. Nevertheless, we will give a proof because
its method will be useful later.

Proof. Let An be the set of all ways of placing brackets (grammatically cor-
rectly) in the product a1 ·a2 · · ·an, i.e., the set of all expressions of the form (1.1.3).
Let us connect two points in An if they can be obtained from one another by apply-
ing (once) the relation (1.1.4). Our goal is to show that this makes An a connected
graph. It is easy to see that the elements of An are in 1-1 correspondence with
binary trees with n leaves, e.g.

a1 · (a2 · a3) (a1 · a2) · a3 (a1 · a2) · (a3 · a4)
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We will prove by induction that every tree can be reduced by applying (1.1.4) to
the tree

(· · · ((a1 · a2) · a3) · · · ) · an

This is clear by the figure

~ ~

The first equivalence ∼ is obtained by applying the inductive assumption to the
two smaller subtrees and then the elementary relation (1.1.4); the second one—by
the inductive assumption.

Exercise 1.1.5. Prove that |An| = 1
n

(
2n−2
n−1

)
. This is known as the (n − 1)st

Catalan number cn−1.

Hint: |An| =
∑n−1

k=1 |Ak||An−k|.
Now, what kind of associativity to require for a bifunctor ⊗ : C × C → C for an
abelian category C? We cannot assert that

(U ⊗ V )⊗W = U ⊗ (V ⊗W )

for all U, V,W ∈ C because this is not true even in the category of vector spaces
Vec(k). We may ask that instead

(U ⊗ V )⊗W ≃ U ⊗ (V ⊗W )

but now this condition is too weak. For example, in Vecf (k) every two vector spaces
of equal dimension are isomorphic. What we need is the existence of a canonical
isomorphism.

Recall that for two functors F,G : C → C′ a functorial morphism ϕ : F → G is
a collection of morphisms

ϕU : F (U) → G(U), U ∈ Ob C,
such that for every f ∈ HomC(U, V ) the following diagram is commutative:

F (U)
F (f) //

ϕU

��

F (V )

ϕV

��
G(U)

G(f)
// G(V )

.(1.1.5)
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Functorial morphisms are also called “natural transformations”. Sometimes
they are also referred to as “canonical morphisms”; however, we will use the latter
term in a slightly different situation (see below).

Example 1.1.6. (i) In Vecf(k) there exists a functorial isomorphism between
a vector space and its double dual, V ≃ V ∗∗, but there is no functorial isomorphism
between V and V ∗.

(ii) Let G be a group, g ∈ Z(G) (center of G), V be a G-module. Then the
action of g is a functorial isomorphism V ≃ V (of the identity functor in Rep(G)).

Definition 1.1.7. A monoidal category is a category C with the following ad-
ditional data:

(i) a bifunctor ⊗ : C × C → C;
(ii) a functorial isomorphism

αUVW : (U ⊗ V )⊗W
∼−→ U ⊗ (V ⊗W )(1.1.6)

(associativity isomorphism) of functors C × C × C → C;
(iii) a unit object 1 ∈ Ob C and functorial isomorphisms

λV : 1⊗ V
∼−→ V,(1.1.7)

ρV : V ⊗ 1
∼−→ V(1.1.8)

for V ∈ Ob C.
They have to satisfy the following
(iv) Associativity axiom. Suppose X1 and X2 are two expressions obtained

from V1 ⊗ V2 ⊗ · · · ⊗ Vn by inserting 1’s and brackets, e.g.,

(V1 ⊗ 1)⊗
(
(V2 ⊗ V3)⊗ · · · ⊗ Vn

)
.(1.1.9)

Then all isomorphisms ϕ : X1
∼−→ X2, composed of α’s, λ’s, ρ’s and their inverses,

have to be equal.
Usually, we will consider additive monoidal categories. In this case, we addi-

tionally require that ⊗ is bilinear on the spaces of morphisms and that
(v) 1 is a simple object in C and EndC(1) = k.

The associativity axiom 1.1.7(iv) implies that we have a uniquely defined func-

torial isomorphism X1
∼−→ X2. We will call such an isomorphism “canonical”.

Note that a composition of two such canonical isomorphisms is again a canonical
isomorphism.

Example 1.1.8. The following categories are monoidal:
(i) Vec(k) and Vecf(k);
(ii) The categoryRep(g) (respectivelyRepf (g)) of representations (respectively

finite dimensional representations) of a Lie algebra g over k.
(iii) Let A be a bialgebra over k, i.e., a k-algebra provided with algebra homo-

morphisms ∆: A→ A⊗A (comultiplication) and ε : A→ k (counit) satisfying

(∆⊗ id)∆ = (id⊗∆)∆,(1.1.10)

(ε⊗ id)∆ = (id⊗ε)∆ = id .(1.1.11)

Then the category Rep(A) of representations of A (as a k-algebra) is a monoidal
category. (⊗ is the tensor product of vector spaces and 1 = k with the following
action of A: x(v ⊗w) := ∆(x)(v ⊗w), xc := ε(x)c for x ∈ A, v ∈ V , w ∈ W , c ∈ k,
V,W ∈ ObRep(A).)
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In fact, the axioms (1.1.10, 1.1.11) can be deduced from the requirement that
the category Rep(A) be monoidal.

Theorem 1.1.9 (MacLane Coherence Theorem). Suppose we are given the data
(C,⊗, α, λ, ρ) as above. Then C is a monoidal category if and only if the following
properties are satisfied.

(i) Pentagon axiom. For any Vi ∈ Ob C (i = 1, 2, 3, 4) the following diagram is
commutative

((V1 ⊗ V2)⊗ V3)⊗ V4
α12,3,4

''OOOOOOOOOOO
α1,2,3⊗id4

wwooooooooooo

(V1 ⊗ (V2 ⊗ V3))⊗ V4

α1,23,4

��"
""
""

(V1 ⊗ V2)⊗ (V3 ⊗ V4)

α1,2,34

����
��
�

V1 ⊗ ((V2 ⊗ V3)⊗ V4)
id1 ⊗α2,3,4

// V1 ⊗ (V2 ⊗ (V3 ⊗ V4))

(ii) Triangle axiom. For any V1, V2 ∈ Ob C the diagram

(V1 ⊗ 1)⊗ V2
α //

ρ⊗id &&MMMMMMMMMM
V1 ⊗ (1⊗ V2)

id⊗λxxqqqqqqqqqq

V1 ⊗ V2

is commutative.

We do not want to give the proof of this theorem here as it is rather technical
and does not help in any way to understand the structure of a monoidal category;
instead, we refer the reader to [Mac, Sect. VII.2]. Also, we want to stress that this
theorem is in a sense just a technical tool, similar to describing a group by gen-
erators and relations. Of course, such a description may be useful, but a “global”
description—such as a group of automorphisms of some object—is much more im-
portant, and in many cases, more useful. For monoidal categories, such a global
description is given by the associativity axiom 1.1.7(iv).

Remark 1.1.10. In analogy with Theorem 1.1.4, we can reformulate the state-
ment of the above theorem as follows (forgetting about 1). Suppose that we are
given (C,⊗, α) as above, satisfying the pentagon axiom 1.1.9(i). Recall the defini-
tion of the set An from the proof of Theorem 1.1.4; then Theorem 1.1.4 claims that
if we add to An an edge for every elementary associativity equality (1.1.4) then An
becomes a connected graph: π0(An) = 1.

Let us construct a 2-dimensional complex by gluing to An pentagons corre-
sponding to each commutative diagram of the form 1.1.9(i) and squares correspond-
ing to the functoriality condition (1.1.5) for α. Then the Coherence Theorem 1.1.9
states that the resulting 2-complex is simply connected: π1(An) = 0. It is easy to
see that this implies that the category C is monoidal. In fact, Stasheff has shown
that this 2-complex is a 2-skeleton of the sphere Sn−3.

Similarly, the Coherence Theorem in the form stated—with the unit object and
isomorphisms λ, ρ—is equivalent to the statement that the 2-complex Mn whose
vertices are labeled by the expressions of the form (1.1.9), is simply connected.
Note that Mn has infinite number of vertices; however, this does not cause any
problems.
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In a monoidal category we can use the canonical isomorphisms to “identify” all
expressions of the form (1.1.9) and write the tensor product without brackets, in
the same way we do with tensor product of vector spaces. Here is an appropriate
formalism (warning: this terminology is not standard).

Definition 1.1.11. For a category C, define its universal cover Ĉ to be the
category with:

Objects: An object of Ĉ is a collection (Vα, ϕαα′)α,α′∈A, where A is any set,
Vα are objects of C, and ϕαα′ ∈ HomC(Vα′ , Vα) are isomorphisms satisfying
ϕα1α2ϕα2α3 = ϕα1α3 .

Morphisms: For two objects X = (Vα, ϕαα′)α,α′∈A and Y = (Vβ , ϕββ′)β,β′∈B

of Ĉ, the space of morphisms HomĈ(X,Y ) is defined to be the set of all
collections (fαβ ∈ HomC(Vα, Vβ))α∈A,β∈B satisfying fαβϕαα′ = fα′β and
ϕβ′βfαβ = fαβ′ .

In other words, objects of Ĉ are collections of objects of C related by canonical
isomorphisms, and morphisms are collections of morphisms compatible with these
isomorphisms. In particular, taking collections containing only one object, we see
that C itself is a full subcategory of Ĉ.

Lemma 1.1.12. The category Ĉ is equivalent to C.

The proof of this lemma is left to the reader as an exercise.
Now we can say that in a monoidal category, for given V1, . . . , Vn, the collection

of all expressions of the form (1.1.9) with the canonical isomorphisms between them

forms an object of the category Ĉ, which we will denote V1 ⊗ · · · ⊗ Vn. Since the
categories Ĉ and C are equivalent, we can as well think of V1⊗· · ·⊗Vn as an object
of C without bothering about brackets. In other words, in a monoidal category
iterations of ⊗ give a functor C×n → C, which we also denote by ⊗. From now
on, we will frequently use this remark and omit parentheses and the associativity
and unit isomorphisms in our formulas. This is no less rigorous than omitting
the parentheses in tensor products of vector spaces, which usually is considered as
too trivial to mention. Readers who feel uneasy about this can spell out all the
formulas, writing all the associativity and unit isomorphisms explicitly.

More standard (but in our opinion, more artificial) way to deal with the same
problem is to use the notion of a strict category.

Definition 1.1.13. A monoidal category C is called strict if

V ⊗ 1 = V, 1⊗ V = V, (V1 ⊗ V2)⊗ V3 = V1 ⊗ (V2 ⊗ V3)(1.1.12)

for all objects V, Vi ∈ ObC and all α’s, λ’s, ρ’s are the identity isomorphisms.

In a strict monoidal category one can write multiple tensor products V1 ⊗V2 ⊗
· · · ⊗ Vn without bothering about brackets.

Note that the category of vector spaces Vec(k) is not strict. However, we have
the following result.

Theorem 1.1.14 (MacLane). Every monoidal category is equivalent to a strict
one.

Proof. See, e.g., [Ka, Sect. XI.5] or [Mac].
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Finally, let us note that if C is an additive monoidal category, then the functor
⊗ : C×n → C is polylinear on the spaces of morphisms. For many applications, it is
convenient to define the notion of “tensor product of additive categories” as below.

Definition 1.1.15. Let C1, C2 be additive categories over k. Their tensor prod-
uct C1 ⊠ C2 is the category with the following objects and morphisms:

Ob(C1 ⊠ C2) = finite sums of the form
⊕

Xi ⊠ Yi, Xi ∈ Ob C1, Yi ∈ ObC2,

HomC1⊠C2
(
⊕

Xi ⊠ Yi,
⊕

X ′
j ⊠ Y

′
j ) =

⊕

i,j

Hom(Xi, X
′
j)⊗Hom(Yi, Y

′
j ).

One easily sees that C1 ⊠ C2 is again an additive category, and that for any
additive category C there is a natural bijection between additive functors C1⊠C2 → C
and bilinear functors C1 × C2 → C. In a similar way, one can define C1 ⊠ · · ·⊠ Cn.
More generally, for every finite set A (not necessarily ordered) and a collection of
additive categories Ca, a ∈ A, we can define ⊠a∈ACa. As usual, we will use the
notation C⊠n, C⊠A if all the Ci are equal to C (respectively, all the Ca are equal to
C). It is also convenient to define C0 = C∅ = Vecf(k).

Using this definition, we see that a structure of a monoidal category on an
additive category C gives rise to a collection of functors ⊗ : C⊠n → C, satisfying
some natural compatibility conditions (see [De2]). We will discuss this in detail
later.

1.2. Braided tensor categories

In the category of vector spaces Vec(k) we also have a commutativity isomor-

phism σVW : V ⊗W
∼−→W ⊗ V . It is naturally compatible with the isomorphisms

α, λ, ρ, and σ2 = id. We would like to axiomatize this kind of structure; however,
we want to allow that σ2 6= id, since this is what happens in most interesting ex-
amples. It turns out that the simplest way to formulate the compatibility axioms
is based on the so-called braid group.

Definition 1.2.1. A braid in n strands is an isotopy class of a union of n non-
intersecting segments of smooth curves (strands) in R3 with end points {1, . . . , n}×
{0} × {0, 1}, such that for each of these strands the third coordinate z is strictly
increasing from 0 to 1 (so strands are considered as “going up”).

An example of a braid is depicted in Figure 1.1 below. All braids form a group
called the braid group in n strands Bn.

Figure 1.1. A braid in 7 strands.

We multiply two braids by putting one of them on the top of the other:

b′b′′ =
b′

b′′
.(1.2.1)

The unit element is the braid shown in Figure 1.2.
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Figure 1.2. The unit of B7.

Theorem 1.2.2 (E. Artin). The braid group Bn has generators bi, i = 1, . . . , n−
1 (see Figure 1.3) and relations (braid relations):

bibj = bjbi, |i− j| > 1,(1.2.2)

bibi+1bi = bi+1bibi+1.(1.2.3)

bi =

i+1i

Figure 1.3. Generators of the braid group.

Proof. See, e.g., [B1, Theorem 1.8].

Let C be a monoidal category with functorial isomorphisms

σVW : V ⊗W
∼−→ W ⊗ V(1.2.4)

for all objects V,W ∈ Ob C. The functoriality of σ means that

σV ′W ′(f ⊗ g) = (g ⊗ f)σVW(1.2.5)

for any two morphisms f : V → V ′ and g : W →W ′.
For given objects V1, . . . , Vn in C, we consider all expressions of the form

(
(Vi1 ⊗ Vi2 )⊗ (1⊗ Vi3)

)
⊗ · · · ⊗ Vin ,(1.2.6)

obtained from Vi1 ⊗ Vi2 ⊗ · · · ⊗ Vin by inserting some 1’s and brackets, where
(i1, . . . , in) is a permutation of {1, . . . , n}. To any composition of α’s, λ’s, ρ’s, σ’s
and their inverses, acting on the element (1.2.6), we assign an element of the braid
group Bn as follows. To α, λ and ρ we assign 1, to σVik

Vik+1
the generator bk.

For example, both isomorphisms

(V1 ⊗ V2)⊗ V3
∼−→ (V2 ⊗ V1)⊗ V3

and

(V3 ⊗ V2)⊗ V1
∼−→ (V2 ⊗ V3)⊗ V1

correspond to the element b1.
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More generally, to the isomorphism

(1.2.7) σAB : · · · ⊗ (Via ⊗ · · · ⊗ Vib)⊗ (Vib+1
⊗ · · · ⊗ Vic)⊗ · · ·

∼−→ · · · ⊗ (Vib+1
⊗ · · · ⊗ Vic)⊗ (Via ⊗ · · · ⊗ Vib )⊗ · · ·

flipping two blocks A and B we assign the braid

bAB =

b+a   a+1 1 b+... 2 ... c

.

To a composition of morphisms we associate the product of the corresponding
braids. In view of (1.2.1), one can say that “operators act from bottom to top”.

Definition 1.2.3. A braided tensor category (BTC) C is a category with ⊗, 1,
α, λ, ρ, σ as above, such that for any two expressions X1, X2 of the form (1.2.6)

and ϕ : X1
∼−→ X2 obtained by composing α’s, λ’s, ρ’s, σ’s and their inverses, ϕ

depends only on its image in the braid group Bn.
The functorial isomorphism σ is called the commutativity isomorphism.

Unless stated otherwise, we will always assume that C is abelian, in which case
we also require that ⊗ is bilinear and that 1 is simple, with End(1) = k.

Remark 1.2.4. Any braided tensor category is a monoidal category.

Theorem 1.2.5 (Coherence Theorem). The data (C,⊗,1, α, λ, ρ, σ) constitute
a braided tensor category iff they satisfy the following axioms:

(i) Pentagon axiom 1.1.9(i).
(ii) Triangle axiom 1.1.9(ii).
(iii) Hexagon axioms:

(a) For any Vi ∈ Ob C (i = 1, 2, 3) the following diagram is commutative

V1 ⊗ (V2 ⊗ V3)
σ1,23 // (V2 ⊗ V3)⊗ V1

α2,3,1

''PPPPPPPPPPPP

(V1 ⊗ V2)⊗ V3

α1,2,3

77nnnnnnnnnnnn

σ1,2⊗id3 ''PPPPPPPPPPPP
V2 ⊗ (V3 ⊗ V1)

(V2 ⊗ V1)⊗ V3 α2,1,3

// V2 ⊗ (V1 ⊗ V3)

id2 ⊗σ1,3

77nnnnnnnnnnnn

(b) The same as (a) but with σ−1 instead of σ.

Proof. It is easy to see that these axioms are necessary; for example, the
hexagon axiom claims equality of two isomorphisms, both corresponding to the
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following element of the braid group:

V V V1 2 3

We refer the reader to [Mac] for the proof that these axioms are sufficient.

Exercise 1.2.6. Show that in a BTC, the braid relation (1.2.3) gives rise to

identity of two morphisms V1 ⊗ V2 ⊗ V3
∼−→ V3 ⊗ V2 ⊗ V1 and deduce this identity

from the pentagon and hexagon axioms. This identity is called the Yang–Baxter
equation.

Definition 1.2.7. A braided tensor category C is called a symmetric tensor
category (STC) if all isomorphisms σ satisfy σWV σVW = idV⊗W .

Example 1.2.8. (i) The categories of vector spaces Vec(k) and Vecf(k) are
symmetric tensor categories.

(ii) Let A be a cocommutative bialgebra (i.e., a bialgebra with ∆ = ∆op := P∆,
where P (a⊗ b) = b⊗ a). Then the category Rep(A) of A-modules is a symmetric
tensor category, with the same σ as in Vec(k) (that is, σ = P ).

(iii) Let A be a quasi-triangular bialgebra, i.e., a bialgebra possessing a uni-
versal R-matrix R: an invertible element R ∈ A⊗A satisfying

∆op(x) = R∆(x)R−1, x ∈ A,(1.2.8)

(id⊗∆)R = R13R12,(1.2.9)

(∆⊗ id)R = R13R23.(1.2.10)

(Here we use the standard notation R13 :=
∑
ai ⊗ 1 ⊗ bi ∈ A ⊗ A ⊗ A, etc., for

R =
∑
ai ⊗ bi ∈ A⊗A.)

Then, taking σVW = PR : V ⊗W
∼−→ W ⊗ V (where P (v ⊗ w) = w ⊗ v), we

see that Rep(A) is a braided tensor category. As in Example 1.1.8(iii), the axioms
for R are in fact equivalent to the requirement that Rep(A) be a BTC (for details,
see, e.g., [Ka]).

Exercise 1.2.9. Show that the universal R-matrix satisfies

(ε⊗ id)(R) = (id⊗ε)(R) = 1,(1.2.11)

R12R13R23 = R23R13R12(1.2.12)

and interpret these identities in terms of the BTC structure ofRep(A). Eq. (1.2.12)
is called the quantum Yang–Baxter equation (QYBE), cf. Exercise 1.2.6.

Finally, we will need a notion of functors between braided tensor categories which
agree in a certain sense with the tensor product.

Definition 1.2.10. Let C1, C2 be braided tensor categories. A tensor functor
from C1 to C2 is a pair (F, J), where F is a functor F : C1 → C2 and J is a functorial
isomorphism

JU,V : F (U ⊗ V )
∼−→ F (U)⊗ F (V )
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such that:
(i) F (α1) = α2, where α1, α2 are the associativity isomorphisms in C1, C2,

respectively, and

F (α1) : F ((V1 ⊗ V2)⊗ V3) → F (V1 ⊗ (V2 ⊗ V3))

is considered as an operator

(F (V1)⊗ F (V2))⊗ F (V3) → F (V1)⊗ (F (V2)⊗ F (V3))

using J .
(ii) F (σ1) = σ2, where σ1, σ2 are the commutativity isomorphisms in C1, C2.
The notions of functorial isomorphisms between two tensor functors and of

equivalence of braided tensor categories are defined in an obvious way.

In the next two sections we will give two major examples of braided tensor
categories: the category of representations of a quantum group and the Drinfeld
category arising from the Knizhnik–Zamolodchikov equations.

1.3. Quantum groups

We assume that the reader is familiar with the basics of representation theory
of simple Lie algebras and quantum groups, so our exposition is very brief. More
detailed information can be found in [Hum] (classical theory) and in [L2], [CP],
[Jan] (quantum groups). Let us first fix the notation.

g will be a finite dimensional simple Lie algebra over C ,
h—its Cartan subalgebra,
∆ ⊂ h∗—the root system,
Π = {α1, . . . , αr} ⊂ ∆—the set of simple roots,
hi = α∨

i ∈ h—the dual roots (coroots),
A = (aij)1≤i,j≤r—the Cartan matrix, aij = (α∨

i , αj),
P ⊂ h∗—the weight lattice,
P+ ⊂ P—the cone of dominant integer weights,
Q ⊂ h∗—the root lattice,
Q∨ ⊂ h—the dual root lattice (coroot lattice).
Let 〈〈·, ·〉〉 be an invariant bilinear form on g normalized by 〈〈α, α〉〉 = 2 for short

roots α. Then di := 〈〈αi, αi〉〉/2 ∈ Z+ for all i = 1, . . . , r.
Finally, Cq will be the field C (q1/|P/Q| ) where q is a formal variable.

Definition 1.3.1. The quantum group Uq(g) is the associative algebra over Cq
with generators ei, fi (i = 1, . . . , r), qh (h ∈ Q∨) and relations

qh
′

qh
′′

= qh
′+h′′

, q0 = 1, h′, h′′ ∈ Q∨,(1.3.1)

qheiq
−h = q(h,αi)ei, qhfiq

−h = q−(h,αi)fi,(1.3.2)

[ei, fj] = δij
qdihi − q−dihi

qdi − q−di
,(1.3.3)
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and the Serre relations

1−aij∑

k=0

(−1)k
[
1− aij
k

]

i

e
1−aij−k
i eje

k
i = 0, i 6= j,(1.3.4)

1−aij∑

k=0

(−1)k
[
1− aij
k

]

i

f
1−aij−k
i fjf

k
i = 0, i 6= j,(1.3.5)

where [
n

k

]

i

:=
[n]i!

[k]i! [n− k]i!
, [n]i! := [1]i[2]i · · · [n]i, [n]i :=

qdin − q−din

qdi − q−di
.(1.3.6)

Uq(g) has the following Hopf algebra structure:

comultiplication

∆(qh) = qh ⊗ qh,(1.3.7)

∆(ei) = ei ⊗ qdihi + 1⊗ ei,(1.3.8)

∆(fi) = fi ⊗ 1 + q−dihi ⊗ fi,(1.3.9)

counit

ε(qh) = 1, ε(ei) = ε(fi) = 0,(1.3.10)

and antipode

γ(qh) = q−h, γ(ei) = −eiq−dihi , γ(fi) = −qdihifi.(1.3.11)

It also has a quasi-triangular structure: an invertible element R in a certain com-
pleted tensor product Uq(g)⊗̂Uq(g) satisfying (1.2.8–1.2.10). R has the form

R = q
∑
xi⊗x

i

(1 + · · · ),(1.3.12)

where {xi} and {xi} are dual bases in h with respect to 〈〈·, ·〉〉 and the terms in
the brackets belong to Uq(g)

+ ⊗ Uq(g)
−. Here Uq(g)

+ (respectively Uq(g)
−) is the

subalgebra of Uq(g) generated by the elements qh, ei (respectively q
h, fi).

Let C(g) be the category of finite dimensional representations of Uq(g) over Cq
which have a weight decomposition:

V =
⊕

λ∈P

V λ, qh|V λ = q(h,λ) idV λ .(1.3.13)

Then C(g) is a braided tensor category with the usual ⊗, 1 = Cq , α, λ, ρ — the
same as in the category of vector spaces, and

σVW = PRVW : V ⊗W
∼−→W ⊗ V.(1.3.14)

This is a well-defined operator even though R lies in a completion of Uq(g)⊗Uq(g),
i.e., the sum in (1.3.12) becomes finite when applied to any vector from V ⊗W .

The category C(g) is semi‘simple with the same simple objects as Repf (g), i.e.,
Vλ (λ ∈ P+), and moreover,

Vλ ⊗ Vµ =
∑

ν∈P+

Nν
λµVν(1.3.15)
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with the same multiplicitiesNν
λµ as inRepf (g) [L1]. However, C(g) is not equivalent

to Repf (g) as a BTC (or even as a monoidal category—see Remark 1.3.3 below).
There is a version of C(g) (due to Lusztig [L2]) in which we allow q to be a

complex number instead of a formal variable. Let A = Z[q±1/|P/Q|] and Uq(g)Z be
the A-subalgebra of Uq(g) generated by the elements

e
(n)
i =

eni
[n]i!

, f
(n)
i =

fni
[n]i!

, qh, n = 1, 2, . . . , i = 1, . . . , r, h ∈ Q∨.(1.3.16)

Fix κ ∈ C× and consider C as an A-module via the homomorphism

A → C , qa 7→ eaπi/mκ

where

m := max di =
〈〈α, α〉〉

2
for a long root α.(1.3.17)

Note that m = 1 when the Lie algebra g is simply-laced.
Now we define

Uq(g)|q=eπi/mκ := Uq(g)Z ⊗A C .(1.3.18)

The quasi-triangular Hopf algebra structure of Uq(g) can be defined for Uq(g)Z and
hence for all algebras Uq(g)|q=eπi/mκ [L2]. Thus, we can define a braided tensor cat-
egory C(g,κ)—the category of finite dimensional representations of Uq(g)|q=eπi/mκ

over C possessing a weight decomposition. Note that there is a subtlety in defin-
ing the notion of weight decomposition for κ ∈ Q; we will discuss it in detail in
Section 3.3.

Theorem 1.3.2 (Lusztig [L2]). If κ 6∈ Q then the category C(g,κ) is semi-
simple with the same simple objects and multiplicities Nν

λµ (1.3.15) as Repf(g).

Remark 1.3.3. C(g,κ) is not equivalent to Repf(g) as a monoidal category.
In fact, for g = sln, κ 6∈ Q, the categories C(g,κ) and C(g,κ′) are equivalent as
monoidal categories iff κ = ±κ′. (See [KW].)

1.4. Drinfeld category

In this section we use the same notation as in the previous one. Let 〈·, ·〉 be an
invariant bilinear form on g normalized by 〈α, α〉 = 2 for long roots α. Define the
element

Ω :=
∑

ai ⊗ ai ∈ U(g)⊗ U(g),(1.4.1)

where {ai} and {ai} are dual bases in g with respect to 〈·, ·〉. Recall that the
universal enveloping algebra U(g) of g has a comultiplication determined by

∆(x) := x⊗ 1 + 1⊗ x ∈ U(g)⊗ U(g), x ∈ g.(1.4.2)

Lemma 1.4.1. (i) [∆(x),Ω] = 0 for all x ∈ g.
(ii) (1⊗∆)Ω = Ω12+Ω13 in U(g)⊗3, where Ω12 =

∑
ai⊗ai⊗1, etc., as before.

(iii) For any V,W ∈ Repf (g), Ω is diagonalizable on V ⊗W . If Vν ⊂ Vλ ⊗ Vµ
(λ, µ, ν ∈ P+), then Ω acts on Vν as the constant

1

2

(
〈ν, ν + 2ρ〉 − 〈λ, λ + 2ρ〉 − 〈µ, µ+ 2ρ〉

)
.(1.4.3)
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Proof. Part (i) is a standard exercise; (ii) is obvious; (iii) follows from the
identity Ω = 1

2 (∆(D) −D ⊗ 1− 1⊗D), where

D =
∑

aia
i(1.4.4)

is the Casimir element. Details can be found, for example, in [Hum].

Consider the Knizhnik–Zamolodchikov equation

κ
d

dt
f(t) =

(
Ω12

t
+

Ω23

t− 1

)
f(t)(KZ′

3)

for a function f : (0, 1) → V1 ⊗V2 ⊗V3, Vi ∈ Repf (g). The equation (KZ′
3) has two

singular points: t = 0 and t = 1, both of them regular.

Definition 1.4.2. Let v ∈ V1⊗V2⊗V3 be an eigenvector of Ω12, i.e., Ω12v = λv,
λ ∈ C . We say that a solution f(t) of (KZ′3) is an asymptotic solution around 0
corresponding to v, and write f(t) ∼ tλ/κv, if

f(t) = tλ/κ(v + r(t))(1.4.5)

for some vector valued function r(t) analytic in a neighborhood of 0 and vanishing
at t = 0.

Lemma 1.4.3. If κ 6∈ Q then for every eigenvector v ∈ V1 ⊗ V2 ⊗ V3 of Ω12,
there exists a unique asymptotic solution of (KZ′

3) around 0 corresponding to v.
Extended by linearity, this correspondence gives an isomorphism

φ0 : Γ(V1, V2, V3) → V1 ⊗ V2 ⊗ V3,(1.4.6)

where Γ(V1, V2, V3) is the space of solutions of (KZ′
3) on the interval (0, 1).

Proof. Follows from the standard results on asymptotics of solutions of or-
dinary differential equations (see, e.g., [CL, Chapter 4]) and the fact that Ω12 is
diagonalizable and eigenvalues of Ω12/κ can not differ by a non-zero integer. The
latter statement follows from Lemma 1.4.1(iii) and the irrationality of κ.

Remark 1.4.4. The assumption κ 6∈ Q is essential, the map φ0 may have poles
for rational values of κ.

Similarly, we can define the notion of an asymptotic solution of (KZ′
3) around

1 and get an isomorphism

φ1 : Γ(V1, V2, V3) → V1 ⊗ V2 ⊗ V3.(1.4.7)

Note that it easily follows from Lemma 1.4.1(i) that Γ(V1, V2, V3) is a g-module,
and that φ0, φ1 are morphisms of g-modules.

Theorem 1.4.5 (Drinfeld [Dr1]). Let D(g,κ) for κ 6∈ Q be the category of all
finite dimensional representations of g over C with the usual ⊗, 1 = C , λ and ρ,
but with

αV1V2V3 = φ1φ
−1
0 : (V1 ⊗ V2)⊗ V3 → V1 ⊗ (V2 ⊗ V3)(1.4.8)

and

σV1V2 = PeπiΩ/κ : V1 ⊗ V2 → V2 ⊗ V1.(1.4.9)

Then D(g,κ) is a braided tensor category.
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The proof of this theorem will be sketched below. The associativity morphism α
(1.4.8) is called the Drinfeld associator . The following theorem relates the Drinfeld
category D(g,κ) with the category of representations of quantum group, considered
in the previous section.

Theorem 1.4.6 (Drinfeld, Kazhdan–Lusztig). For κ /∈ Q, the categories D(g,κ)
and C(g,κ) are equivalnet as braided tensor categories.

The proof of this theorem is extremely difficult. It was proved by Drinfeld
([Dr1], [Dr4]) over the ring of formal power series in 1/κ (which corresponds to
the infinitesimal neighborhood of the point q = 1). Kazhdan and Lusztig in their
series of papers [KL] proved that for simply-laced Lie algebras this theorem holds for
numeric values of κ provided that κ 6∈ Q+ . Note that for κ ∈ Q− , our definition of
the category D(g,κ) does not work; Kazhdan and Lusztig use a different definition,
based on representation theory of affine Lie algebras, which works for all κ 6= 0,
and which coincides with our definition for κ 6∈ Q. Finally, the case of non-simply
laced Lie algebras was treated by Lusztig in [L3].

Let us explain why Drinfeld’s category D(g,κ) is indeed a BTC, and why the
equation (KZ′

3) is so special. To do so, we will need to introduce more general
Knizhnik–Zamolodchikov equations

κ
∂

∂zi
f =

(∑

j 6=i

Ωij
zi − zj

)
f, 1 ≤ i ≤ n,(KZn)

for a function f(z1, . . . , zn) with values in V1 ⊗ · · · ⊗ Vn, Vi ∈ Repf(g).
Lemma 1.4.7. The KZ equations are compatible. In other words, this system of

equations defines a flat connection: locally, every v ∈ V1 ⊗ · · · ⊗Vn can be extended
uniquely to a solution.

Proof. We have to check that:
[
κ
∂

∂zi
−
∑

j 6=i

Ωij
zi − zj

, κ
∂

∂zk
−
∑

j 6=k

Ωkj
zk − zj

]
= 0.

This is verified by an explicit calculation, based on the identity [Ω12+Ω13,Ω23] = 0,
which easily follows from Lemma 1.4.1 (i), (ii).

Knizhnik–Zamolodchikov equations were introduced in [KZ] in the study of
Wess–Zumino–Witten model of Conformal Field Theory. These equations also play
important role in representation theory of affine Lie algebras and have been studied
in many papers (see [EFK] and references therein). We will return to these equa-
tions later when we discuss the relations between tensor categories and modular
functors.

Here is another argument which explains why these equations are so important.
Suppose we want to write a system of differential equations of the form

∂

∂zi
f =

(∑

j 6=i

rij(zi, zj)
)
f,(1.4.10)

where f takes values in the tensor product V1 ⊗ · · · ⊗ Vn and rij(zi, zj) acts on
Vi ⊗ Vj . Moreover, let us assume that Vi are representations of g and that we have
some function r(z, w) ∈ g ⊗ g such that rij(zi, zj) is just the action of r(zi, zj) in
Vi ⊗ Vj . All such r(z, w) giving a flat connection were determined by Belavin and
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Drinfeld [BD]. In particular, they showed that up to certain equivalences, all non-
degenerate r(z, w) which give a compatible system of differential equations (1.4.10)
are of the form

r(z, w) =
Ω

z − w
+ regular.

Therefore, in a sense, (KZn) is the simplest compatible system of the form (1.4.10).

Remark 1.4.8. Let f be a solution of (KZn). Then it is easy to see that:
(i) (

∑n
i=1 ∂/∂zi)f = 0, hence f is translation invariant: f(z1 + c, . . . , zn+ c) =

f(z1, . . . , zn) for all c ∈ C .
(ii) κ(

∑n
i=1 zi(∂/∂zi))f = (

∑
i<j Ωij)f and the operator

∑
i<j Ωij commutes

with all Ωij . Therefore, f(cz1, . . . , czn) = cκ
−1 ∑

Ωijf(z1, . . . , zn).

This remark shows that (KZn) can be reduced to an equation in n−2 variables.
For example, when n = 3, setting z1 = 0, z2 = t, z3 = 1, we see that (KZ3) reduces
to (KZ′

3).
Now, let us return to explaining why the category D(g,κ) is a BTC. We will

try to convey the main idea, referring the reader to the original papers of Drinfeld
for the formal proof (which is not difficult).

Let V1, . . . , Vn be finite-dimensional representations of g. Define

Γ(V1, V2, . . . , Vn) = {space of solutions of the equations (KZn) on ∆n},
∆n = {(z1, · · · , zn) ∈ Rn | z1 < · · · < zn}.

(1.4.11)

As before, we note that Γ(V1, V2, . . . , Vn) is a g-module, and that for every point
z0 = (z01 , . . . , z

0
n) ∈ ∆n, the map f 7→ f(z0) gives an isomorphism Γ(V1, V2, . . . , Vn) →

V1 ⊗ · · · ⊗ Vn.
Our next goal is to define an analogue of the morphisms φ0, φ1, corresponding

to taking asymptotics of a solution. Unlike the case n = 3, when our system can
be reduced to an ODE with two regular singularities, for general n we have more
choices.

Let X be any bracket arrangement in the tensor product V1 ⊗ · · · ⊗ Vn, e.g.,
X = (V1 ⊗ V2) ⊗ (V3 ⊗ V4). As was discussed in the proof of Theorem 1.1.4,
such expressions are in bijection with binary trees. For each such X , we define an
isomorphism

φX : Γ(V1, V2, . . . , Vn) → V1 ⊗ · · · ⊗ Vn(1.4.12)

as follows. First, we choose a curve

γ : (0, 1) → {z = (z1, . . . , zn) ∈ Rn |z1 < · · · < zn}
such that as t→ 0, we have zi(t)− zj(t) ∼ td−dij , where

dij = depth of the minimal subtree in X containing both Vi and Vj ,

d = max dij = depth of X.

In other words, the closer are Vi and Vj in the tree, the faster zi−zj approaches zero.
For example, forX = (V1⊗V2)⊗(V3⊗V4), we can take the curve γ(t) = (0, t, 1, 1+t).
For X = ((V1 ⊗ V2)⊗ V3)⊗ V4, we can take γ(t) = (0, t2, t, 1).

Now, let us restrict the system of equations (KZn) to this curve, i.e., rewrite
them in terms of the variable t. We claim that this gives an ODE with a regular
singularity at t = 0; thus, we can define an isomorphism φX as the operation of
taking asymptotics as t→ 0, similarly to Lemma 1.4.3. Moreover, this isomorphism
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does not depend on the choice of the curve as long as it satisfies the conditions
formulated above. Details can be found in [EFK, Lecture 8].

Exercise 1.4.9. Prove that for n = 3, X = (V1 ⊗ V2) ⊗ V3, the morphism φX
coincides with the morphism φ0 defined in Lemma 1.4.3, and for X = V1⊗(V2⊗V3),
φX coincides with φ1.

Now we are ready to prove the pentagon axiom 1.1.9(i). Let us consider the
following diagram:

((V1 ⊗ V2)⊗ V3)⊗ V4

**UUUUUUUUUUUUUUUU

ttiiiiiiiiiiiiiiii

(V1 ⊗ (V2 ⊗ V3))⊗ V4

��

Γ(V1, V2, V3, V4) //oo

OO

**UUUUUUUUUUUUUUUU

ttiiiiiiiiiiiiiiii
(V1 ⊗ V2)⊗ (V3 ⊗ V4)

��
V1 ⊗ ((V2 ⊗ V3)⊗ V4) // V1 ⊗ (V2 ⊗ (V3 ⊗ V4))

(1.4.13)

where the arrows forming the outer sides of the pentagon are the same as in the
pentagon axiom, with the associativity given by the Drinfeld associator (1.4.8), and
the arrows originating at Γ(V1, V2, V3, V4) are the morphisms φX defined above.

Lemma 1.4.10. Each of the five triangles forming the diagram above is com-
mutative.

Obviously, this lemma immediately implies that the Drinfeld associator satisfies
the pentagon axiom. Let us prove, for example, that the following triangle is
commutative:

Γ(V1, V2, V3, V4)

((PPPPPPPPPPPP

vvnnnnnnnnnnnn

((V1 ⊗ V2)⊗ V3)⊗ V4 // (V1 ⊗ V2)⊗ (V3 ⊗ V4)

.(1.4.14)

Commutativity of this triangle is equivalent to saying that the map

φY φ
−1
X : X = ((V1 ⊗ V2)⊗ V3)⊗ V4 → Y = (V1 ⊗ V2)⊗ (V3 ⊗ V4),

obtained from comparing asymptotics of the KZ equations in 4 variables, coincides
with the map

φY ′φ−1
X′ : X

′ = (V ′
1 ⊗ V3)⊗ V4 → Y ′ = V ′

1 ⊗ (V3 ⊗ V4),

obtained from the KZ equations in 3 variables, with V ′
1 = V1 ⊗ V2.

Let us make two observations. First, the maps

φX : Γ(V1, V2, V3, V4) → ((V1 ⊗ V2)⊗ V3)⊗ V4,

φY : Γ(V1, V2, V3, V4) → (V1 ⊗ V2)⊗ (V3 ⊗ V4)

are determined only by the behavior of the solutions for |z1 − z2| ≪ |z1 − z3|,
|z1 − z2| ≪ |z1 − z4|. More formally, let us define

Dε = {(z1, . . . , z4) ∈ R4 |z1 < · · · < z4, |z1 − z2| < ε|z1 − z3|, |z1 − z2| < ε|z1 − z4|}.
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Then for every ε > 0, the curves γ(t) used in the definition of the operators φX , φY
satisfy γ(t) ∈ Dε for t small enough.

Second, let us consider the following system of equations:

κ
∂

∂z1
f =

( Ω12

z1 − z2
+

Ω13

w2 − z3
+

Ω14

w2 − z4

)
f,

κ
∂

∂z2
f =

( Ω12

z2 − z1
+

Ω23

w2 − z3
+

Ω24

w2 − z4

)
f,

κ
∂

∂z3
f =

( Ω13

z3 − w2
+

Ω23

z3 − w2
+

Ω34

z3 − z4

)
f,

κ
∂

∂z4
f =

( Ω14

z4 − w2
+

Ω24

z4 − w2
+

Ω34

z4 − z3

)
f,

(KZ′
4)

where w2 := (z1 + z2)/2. The only difference between these equations and the
equations (KZ4) is that in the right hand side we have replaced everywhere z1 and
z2 with w2, except in the terms Ω12/(z1−z2) and Ω12/(z2−z1). One can show that
this is still a compatible system of equations. Moreover, since—as was mentioned
before—asymptotics only depend on the behavior of solutions for |z1 − z2| ≪ |z1 −
z3|, |z1 − z2| ≪ |z1 − z4|, this replacement does not change the asymptotics: the
operator φY φ

−1
X defined from the equations (KZ′

4) coincides with that obtained
from (KZ4). (Of course, this requires a rigorous proof which is not too difficult.)

Let w1 = (z1 − z2)/2, w2 = (z1 + z2)/2, then
∂
∂w1

= ∂
∂z1

− ∂
∂z2

and ∂
∂w2

=
∂
∂z1

+ ∂
∂z2

. The system (KZ′
4) is equivalent to the following system of equations:

κ
∂

∂w1
f = 2

Ω12

w1
f +

(Ω13 − Ω23

w2 − z3
+

Ω14 − Ω24

w2 − z4

)
f,

and

κ
∂

∂w2
f =

(Ω13 +Ω23

w2 − z3
+

Ω14 +Ω24

w2 − z4

)
f,

κ
∂

∂z3
f =

(Ω13 +Ω23

z3 − w2
+

Ω34

z3 − z4

)
f,

κ
∂

∂z4
f =

(Ω14 +Ω24

z4 − w2
+

Ω34

z4 − z3

)
f.

Let us call (KZ′′
4) the system obtained from this one by discarding the last term

in the first equation. Again, this does not change the asymptotics for |z1 − z2| ≪
|z1 − z3|, |z1 − z2| ≪ |z1 − z4|. Then the first equation becomes

κ
∂

∂w1
f = 2

Ω12

w1
f

which is equivalent to the KZ system in 2 variables. Noting that Ω13 + Ω23 =
ΩV1⊗V2,V3 , we see that this system can be written as a sum of two systems of
equations:

KZ′′
4 (V1, V2, V3, V4) = KZ2(V1, V2)⊗ id+KZ3(V1 ⊗ V2, V3, V4).(1.4.15)

Moreover, by virtue of Lemma 1.4.1(i), the right-hand sides of these two systems
of equations commute. It is not difficult to show from this that the operators
φY φ

−1
X defined from the equations KZ′′

4(V1, V2, V3, V4) coincide with those defined
from the equations KZ3(V1 ⊗ V2, V3, V4). This proves that the triangle (1.4.14) is
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commutative. In a similar way, one proves commutativity of all the other triangles
in (1.4.13) and thus, proves the lemma.

It is clear that the crucial step in the above arguments was that the KZ equa-
tions have certain nice “factorization” properties, like (1.4.15). The seeming infor-
mality and awkwardness of these arguments can be avoided if we use the appropri-
ate language—namely, of local systems with regular singularities on the appropriate
moduli spaces—which we will do later (see Section 6.5).

Finally, we leave it to the reader to prove the unit and hexagon axioms. The
proofs are easy once you notice that the Drinfeld’s associator is trivial if one of
the representations V1, V2, V3 is equal to C , and that the commutativity constraint
(1.4.9) relates the asymptotics of a solution of the KZ equations in 2 variables in
the zone z1 < z2 and its analytic continuation to the zone z2 < z1 via the upper
half-plane.
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CHAPTER 2

Ribbon Categories

In this chapter, we continue the study of the theory of tensor categories. We
define the notion of ribbon category (in other terminology, rigid balanced braided
tensor category) as a category in which every object has a dual satisfying some
natural properties and there are functorial isomorphisms V ∗∗ ≃ V compatible with
the tensor product. We develop the “graphic calculus”, allowing one to present
morphisms in a ribbon category by ribbon (framed) tangles. In particular, this
shows that every ribbon category gives rise to invariants of links (Reshetikhin–
Turaev invariants). We also show that both examples of Chapter 1 — that is, the
categories C(g) and D(g,κ) — are ribbon.

2.1. Rigid monoidal categories

Now we will discuss the notion of duality in a tensor category. To motivate
the definitions, let us consider again the category Vecf (k) of finite dimensional
vector spaces over a field k. For each V ∈ ObVecf(k), there is a dual vector space
V ∗ ∈ ObVecf(k) and natural morphisms

eV : V ∗ ⊗ V → k,(2.1.1)

iV : k → V ⊗ V ∗.(2.1.2)

Here eV is the evaluation map and iV (1) :=
∑
vi⊗ vi where {vi} and {vi} are dual

bases in V and V ∗, i.e., iV (1) corresponds to idV via the isomorphism V ⊗ V ∗ ≃
Endk(V ).

Definition 2.1.1. Let C be a monoidal category and V be an object in C. A
right dual to V is an object V ∗ with two morphisms

eV : V ∗ ⊗ V → 1,(2.1.3)

iV : 1 → V ⊗ V ∗,(2.1.4)

such that the composition

V
iV ⊗idV−−−−−→ V ⊗ V ∗ ⊗ V

idV ⊗eV−−−−−→ V(2.1.5)

is equal to idV , and the composition

V ∗ idV ∗ ⊗iV−−−−−−→ V ∗ ⊗ V ⊗ V ∗ eV ⊗idV ∗−−−−−−→ V ∗(2.1.6)

is equal to idV ∗ .
The properties (2.1.5) and (2.1.6) are called the rigidity axioms .

As mentioned before, we skip the canonical associativity and unit isomorphisms
in our formulas. Otherwise, we would have to write the first map in (2.1.5) as

29
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follows:

V
λ−1
V−−→ 1⊗ V

iV ⊗idV−−−−−→ (V ⊗ V ∗)⊗ V
α−→ V ⊗ (V ∗ ⊗ V ).

Similarly to 2.1.1, we can define a left dual of an object V to be an object ∗V
with morphisms

e′V : V ⊗ ∗V → 1,(2.1.7)

i′V : 1 → ∗V ⊗ V(2.1.8)

and similar axioms.

Definition 2.1.2. A monoidal category C is called rigid if every object in C
has right and left duals.

Example 2.1.3. As we already discussed, the category of finite dimensional
vector spaces Vecf (k) has duals satisfying the rigidity axioms. For example, (2.1.5)
is equivalent to the well-known identity

∑

i

vi(v
i, v) = v, v ∈ V.(2.1.9)

Example 2.1.4. Let A be a Hopf algebra over a field k, i.e., a bialgebra A with
an algebra anti-isomorphism γ : A→ A, called the antipode, satisfying

µ(id⊗γ)∆ = ε = µ(γ ⊗ id)∆,(2.1.10)

where µ : A⊗A→ A is the multiplication.
Let C = Repf(A) be the category of finite dimensional representations of A. It

is a monoidal category (see Exercise 1.1.8(iii)). For an object V we define its dual
V ∗ to be the dual vector space with the following action of A:

(av∗, v) := (v∗, γ(a)v)(2.1.11)

for a ∈ A, v∗ ∈ V ∗, v ∈ V . Then the canonical maps of vector spaces k → V ⊗ V ∗

and V ∗ ⊗ V → k are morphisms of A-modules, and thus, C is a rigid monoidal
category.

Lemma 2.1.5. If it exists, the right dual is unique up to a unique isomorphism
compatible with e and i, i.e., for any two duals (V ∗

(1), e(1), i(1)) and (V ∗
(2), e(2), i(2)) of

an object V , there is a unique isomorphism ϕ : V ∗
(1)

∼−→ V ∗
(2) such that the diagrams

V ∗
(1) ⊗ V

ϕ⊗idV //

e(1)
!!C

CC
CC

CC
C

V ∗
(2) ⊗ V

e(2)
}}{{

{{
{{

{{

1

V ⊗ V ∗
(1)

idV ⊗ϕ // V ⊗ V ∗
(2)

1

i(1)

aaCCCCCCCC i(2)

=={{{{{{{{

are commutative.

Proof. Take ϕ to be the composition

V ∗
(1)

id⊗i(2)−−−−→ V ∗
(1) ⊗ V ⊗ V ∗

(2)

e(1)⊗id−−−−→ V ∗
(2).

The rest of the proof is left as an exercise.

Note that if V ∗ and ∗V exist, then there are canonical isomorphisms

V = ∗(V ∗) = (∗V )∗.(2.1.12)
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Lemma 2.1.6. Suppose that V has a dual V ∗. Then there exist canonical iso-
morphisms

Hom(U ⊗ V,W ) = Hom(U,W ⊗ V ∗),(2.1.13)

Hom(U, V ⊗W ) = Hom(V ∗ ⊗ U,W ).(2.1.14)

Proof. To ψ ∈ Hom(U ⊗ V,W ) we associate the composition

U
id⊗iV−−−−→ U ⊗ V ⊗ V ∗ ψ⊗id−−−→ W ⊗ V ∗

which is an element of Hom(U,W ⊗ V ∗).
Similarly, to ϕ ∈ Hom(U,W ⊗ V ∗) we assign

U ⊗ V
ϕ⊗id−−−→W ⊗ V ∗ ⊗ V

id⊗eV−−−−→W.

One can easily check that these two maps are inverse to each other, establishing
(2.1.13). The proof of (2.1.14) is similar.

In particular, if both U and V have duals, then by Lemma 2.1.6

Hom(U, V ) = Hom(V ∗, U∗) = Hom(1, V ⊗ U∗).(2.1.15)

(In the language of abstract nonsense, this means that the category C has internal
Hom’s when it has duals.) For f ∈ Hom(U, V ) its image in Hom(V ∗, U∗) via the
isomorphism (2.1.15) will be denoted by f∗.

If the right dual ∗ exists for all objects in C, then by (2.1.15) it is a contravariant
functor, i.e., a functor C → Cop where Cop is the opposite (or dual) category to C.
(Recall that Cop has the same objects as C but with all arrows reversed.)

Exercise 2.1.7. Show that, in a rigid category, ∗ is an equivalence of categories
C → Cop.

Rigidity is a very restrictive requirement. As an illustration, let us prove the
following proposition.

Proposition 2.1.8. In an abelian rigid monoidal category the tensor product
functor ⊗ is exact, i.e., for any short exact sequence 0 → U → V → W → 0 and
an object X, the sequences

0 → U ⊗X → V ⊗X →W ⊗X → 0

and

0 → X ⊗ U → X ⊗ V → X ⊗W → 0

are exact.

Proof. The sequence

0 → U ⊗X → V ⊗X →W ⊗X

is exact iff

0 → Hom(Y, U ⊗X) → Hom(Y, V ⊗X) → Hom(Y,W ⊗X)

is exact for any object Y . But by (2.1.12, 2.1.13), Hom(Y, U ⊗ X) = Hom(Y ⊗
∗X,U). Since the functor Hom(Y,−) is left exact, it follows that − ⊗ X is left
exact. Using Exercise 2.1.7 (or repeating the same argument with duals), we see
that it is also right exact.
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Definition 2.1.9. For an abelian category C, its Grothendieck group K(C) is
the quotient of the free abelian group on the set of all isomorphism classes of
objects in C modulo the relations 〈V 〉 = 〈U〉 + 〈W 〉 for any short exact sequence
0 → U → V → W → 0. Here 〈U〉 denotes the isomorphism class of U . When the
category C is rigid monoidal we can make K(C) a ring—the Grothendieck ring of
C—by defining 〈U〉〈V 〉 = 〈U ⊗ V 〉. Note that we need the exactness of ⊗ in order
that this be well-defined.

Obviously, K(C) is an associative ring with unit; if in addition C is braided,
then K(C) is commutative.

Example 2.1.10. Let C = Repf(sl2) be the category of finite dimensional rep-
resentations of sl2 over C . It is well-known that every object in C is a direct sum of
simple ones and the simple objects are classified by their dimension: for any n ∈ Z+

there is a unique up to isomorphism irreducible sl2-module Vn of dimension n+ 1.
Therefore the Grothendieck group of C is

K(C) =
∞⊕

n=0

Z 〈Vn〉.(2.1.16)

The ring structure is also well-known:

〈Vm〉〈Vn〉 =
∑

k

Nk
mn〈Vk〉,(2.1.17)

where

Nk
mn =

{
1 for |m− n| ≤ k ≤ m+ n, k +m+ n ∈ 2Z,

0 otherwise.
(2.1.18)

Here is a different description of K(C). Define the map

K(C) → Z[x, x−1]S2 = {f(x) ∈ Z[x, x−1] | f(x) = f(x−1)}(2.1.19)

by

V 7→ trV x
h for V ∈ ObC, h =

(
1 0
0 −1

)
∈ sl2.(2.1.20)

Then it is easy to see that this map is an isomorphism.
As we discussed before, the category C(sl2,κ) of representations of the quantum

group Uq(sl2) with q = eπi/κ,κ 6∈ Q, has the same Grothendieck ring.

Let again C be a rigid monoidal category. One may ask whether the duality is
compatible with the monoidal structure (⊗,1, α, λ, ρ). It turns out that this is true
without imposing further restrictions.

Lemma 2.1.11. Let C be a rigid monoidal category. Then:
(i) 1∗ = 1 = ∗1.
(ii) (V ⊗W )∗ =W ∗ ⊗ V ∗.
(iii) (αV1V2V3)

∗ = αV ∗
3 V

∗
2 V

∗
1
.

If C is a BTC then, in addition, we have:
(iv) (σVW )∗ = σV ∗W∗ .
(v) eV⊗W = (eV ⊗ eW )(σW∗,V ∗⊗V ⊗ id), and the same with σ−1 instead of σ.
(vi) iV⊗W = (id⊗σV ∗,W⊗W∗)(iV ⊗ iW ), and the same with σ−1 instead of σ.

(In the statements (i), (ii) equality means existence of a unique isomorphism; these
isomorphisms are used in (iii)–(vi).)
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Proof. (i) and (ii) are obvious since the dual is unique up to a unique iso-
morphism. The statements (iii)–(vi) are also easy, but we find it more instructive
to give their proof in Section 2.3 using the pictorial technique developed there.

2.2. Ribbon categories

In our basic example—the category of finite dimensional k-vector spaces—we
also have functorial isomorphisms

δV : V
∼−→ V ∗∗(2.2.1)

with the properties:

δV⊗W = δV ⊗ δW ,(2.2.2)

δ1 = id,(2.2.3)

δV ∗ = (δ∗V )
−1,(2.2.4)

where for f ∈ Hom(U, V ), f∗ ∈ Hom(V ∗, U∗) is defined by (2.1.15).
The existence of such isomorphisms δ does not follow from the other axioms of

a rigid BTC. Let us introduce the last formal definition of this chapter.

Definition 2.2.1. A ribbon category is a rigid braided tensor category with
functorial isomorphisms (2.2.1) satisfying (2.2.2—2.2.4) for all objects V and W .

As before, unless otherwise specified we assume that C is abelian, ⊗ is bilinear,
1 is simple and End(1) = k.

The term “ribbon”, introduced by Reshetikhin and Turaev [RT1], will be ex-
plained later. Ribbon BTCs are also called “tortile categories” [JS] or “balanced
rigid braided tensor categories”. The word “balancing” will be explained below.

Note that in any rigid BTC C one can construct functorial isomorphisms

ψV : V ∗∗ ∼−→ V(2.2.5)

as the composition

V ∗∗ i⊗id−−−→ V ⊗ V ∗ ⊗ V ∗∗ id⊗σ−1

−−−−−→ V ⊗ V ∗∗ ⊗ V ∗ id⊗e−−−→ V.(2.2.6)

However, ψ does not satisfy the property (2.2.2) unless C is symmetric.

Lemma 2.2.2. In any rigid braided tensor category C, we have:

ψV⊗W = σWV σVW (ψV ⊗ ψW ),

ψ1 = id .

If, in addition, C is ribbon, then

ψV ∗ = δ∗V ψ
∗
V δ

∗
V .

Proof. Left as an exercise, which is best done using the pictorial technique of
Section 2.3.

Let C be a ribbon category. We define functorial isomorphisms

θV = ψV δV : V
∼−→ V, V ∈ ObC.(2.2.7)
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The isomorphisms θ are usually called balancing isomorphisms, or twists. It follows
from Lemma 2.2.2 that they satisfy the balancing axiom:

θV⊗W = σWV σVW (θV ⊗ θW ),(2.2.8)

θ1 = id,(2.2.9)

θV ∗ = (θV )
∗.(2.2.10)

Conversely, a system of twists satisfying the balancing axioms (2.2.8–2.2.10) uniquely
defines δV satisfying (2.2.2–2.2.4).

Corollary 2.2.3. If C is a symmetric tensor category, then δV = ψ−1
V defines

a structure of a ribbon category on C.

A non-trivial example of a ribbon category is provided by the categoryRepfUq(g)
of finite dimensional representations of the quantum group Uq(g) (see Section 1.3
and Example 2.1.4). Here q will be a formal variable. Recalling (2.1.11), we see
that V ∗∗ ≃ V as a vector space, but has a different action of Uq(g), namely

πV ∗∗(a) = πV (γ
2(a)), a ∈ Uq(g).(2.2.11)

These two representations are isomorphic:

Proposition 2.2.4. The category RepfUq(g) is a ribbon category with balanc-

ing δV = q2ρ : V
∼−→ V ∗∗, where ρ is half of the sum of positive roots in g. (On

the weight subspace V λ ⊂ V , λ ∈ h∗, q2ρ acts as a multiplication by q〈〈2ρ,λ〉〉 and
〈〈ρ, αi〉〉 := 〈〈αi, αi〉〉/2 = di .)

Proof. Quite trivial and based on the identity

γ2(a) = q2ρaq−2ρ, a ∈ Uq(g),

which can be easily checked on the generators of Uq(g) (see (1.3.11)).

Let us calculate ψ and θ in the category C = RepfUq(g). Let R be the universal
R-matrix of Uq(g) (see Example 1.2.8(iii) and (1.3.12)). Write

R−1
21 =

∑
ai ⊗ bi, R21 = P (R),(2.2.12)

where P (a⊗ b) := b ⊗ a. Recall that σ = PR = R21P , so σ
−1 = PR−1

21 . Let {vi},
{vi} be dual bases in V , V ∗, and let x ∈ V ∗∗. Then we compute ψ(x) using (2.1.9),
(2.2.6):

x 7→
∑

i

vi ⊗ vi ⊗ x 7→
∑

i,j

vi ⊗ bj(x)⊗ aj(v
i) 7→

7→
∑

i,j

vi (bj(x), aj(v
i)) =

∑

i,j

vi (γ
−1(aj)bj(x), v

i) =
∑

j

γ−1(aj)bj(x).

Thus we obtained:

Lemma 2.2.5. θ = u−1q2ρ, where u−1 :=
∑
j γ

−1(aj)bj lies in a certain com-

pletion of Uq(g).

Exercise 2.2.6. Deduce from the previous lemma that θ acts as a multiplica-
tion by q〈〈λ,λ+2ρ〉〉 on the irreducible Uq(g)-module Vλ with highest weight λ.
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The central element θ = u−1q2ρ is called a (universal) Casimir operator for
Uq(g). The element u was introduced and studied by Drinfeld [Dr2].

Our next example of a ribbon category will be the Drinfeld category D(g,κ)
(see Section 1.4).

Theorem 2.2.7 (Drinfeld [Dr2]). (i) The category D(g,κ) is a ribbon cate-
gory, with V ∗, e, i, δ the same as in the category of vector spaces.

(ii) In this category, the universal twist is given by θ = eπiD/κ where D is the
Casimir operator of g defined by (1.4.4).

Note that this theorem is not immediately obvious since both the rigidity ax-
ioms and the definition of θ involve the Drinfeld associator α (1.4.8), i.e., the
asymptotics of solutions of KZ equations. However, it is not too difficult.

The formula for the universal twist given by this theorem agrees with q〈〈λ,λ+2ρ〉〉

if q = eπi/mκ (where m is given by (1.3.17)) and confirms the equivalence of D(g,κ)
and C(g,κ) as ribbon categories (cf. Theorem 1.4.6).

Finally, we note that a given rigid BTC may be endowed with different struc-
tures of a ribbon category, i.e., the maps δ are not uniquely defined by the associa-
tivity and commutativity isomorphisms. Here is an example.

Example 2.2.8. Let C = Repf (sl2) be the category of finite dimensional rep-
resentations of sl2 over C (see Example 2.1.10). This category is symmetric, and
thus, has a structure of ribbon category given by Corollary 2.2.3. This definition
of δ coincides with the canonical isomorphism of vector spaces V

∼−→ V ∗∗.
Let Z = (−1)h. It is obvious that for every sl2-module V , the map Z : V → V

commutes with the action of sl2; thus, Z is a functorial isomorphism (of the identity
functor). On the simple module Vn it acts as 1 for even n and as −1 for odd n.

Define δ̃ = Zδ. Then δ̃ also satisfies axioms (2.2.2–2.2.4), which follows from

∆(Z) = Z ⊗ Z,Z|C = 1, γ(Z) = Z = Z−1. Thus, δ̃ defines a new structure of a
ribbon category on C.

Exercise 2.2.9. Show that in any ribbon symmetric tensor category θ2 = id.
This exercise is done much easier using the results of the next section.
Hint: By Lemma 2.2.2, (θ2V )

∗ = ψV ∗ψ∗
V .

2.3. Graphical calculus for morphisms

Let C be a ribbon category. We will introduce a pictorial technique for repre-
senting morphisms in C (cf. [RT1], [T]).

A morphism f : V →W in C will be represented by the figure

f

V

W

Note that this diagram should be read from bottom to top, as indicated by the
arrows. (Some authors use other conventions.)
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When f is the identity morphism the box will be omitted:

V

V

id =

V

Here and below we relate by
.
= diagrams which give equal morphisms in C. The

composition f ◦ g of two morphisms is obtained by placing the diagram of f on top
of that of g:

U

V

W

U

W

=f g

f

g

The tensor product of two morphisms f1 and f2 will be depicted by placing the
diagram of f1 to the left of the diagram of f2:

V

=

1 V2

W1 W2

f f

W

V V

W

1 2

1

1 2

2

f f
1 2

A morphism f : V1 ⊗ · · · ⊗ Vm →W1 ⊗ · · · ⊗Wn will be depicted as

f

W

V

W

V1 m

n1

(2.3.1)

Since 1 ⊗ V ≃ V ⊗ 1 ≃ V for any object V , we can add arrows labeled with 1’s
to any picture without changing the morphism it represents. Hence, the empty
picture represents the identity endomorphism of 1.

Note that there is ambiguity in defining V1 ⊗ · · · ⊗ Vm for m/ge3 when the
category C is not strict. In practice, however, we will use pictures of the form
(2.3.1) only for m,n ≤ 2. An accurate formulation of this formalism, that works
for non-strict categories, is provided by Theorem 2.3.9 below.

We will depict duals by simply reversing the arrows and will skip the arrows
labeled by 1. Also we identify V ∗∗ with V via δV . Then, for example, the morphism
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eV (2.1.3) corresponds to

V V V V

e eV V

*

1

= =

V

(2.3.2)

Similarly, iV (2.1.4) corresponds to

V =

VV

1

V

i(2.3.3)

The braiding σVW (1.2.4) will be depicted as

VW

WV

W V

=σ

V W

WV
(2.3.4)

and its inverse σ−1
VW as

=σ

W W

V

V V

W V W

WV
-1(2.3.5)

Using these pictures as building blocks one can represent arbitrary functorial
morphism in C which is a composition of α, λ, ρ, σ, e, i, δ and their inverses.

Remark 2.3.1. The associativity α and the balancing δ are lost in this formal-
ism. A more refined version which keeps track of α was proposed by Bar-Natan
[BN].

The rigidity axioms (2.1.5, 2.1.6) in the case of a strict category read

(idV ⊗eV )(iV ⊗ idV ) = idV ,(2.3.6)

(eV ⊗ idV ∗)(idV ∗ ⊗iV ) = idV ∗ ,(2.3.7)

and can be represented graphically as

V

=

V V

=

V

,
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For a morphism f : V →W in C, its dual f∗ : W ∗ → V ∗ is given by the following
picture (see the proof of Lemma 2.1.6):

f *

W

V

f

W

=

V

The functoriality of σ (1.2.5) is represented by:

W

V

W

f g

W

W

V

V

g f

W V

W V

V

(2.3.8)

Another example is the following lemma.

Lemma 2.3.2.

=

V WWV

Proof. This is equivalent to the commutative diagram

V ⊗W ∗ ⊗W
σV,W∗⊗W //

idV ⊗eW

��

W ∗ ⊗W ⊗ V

eW⊗idV

��
V ⊗ 1 σV,1

// 1⊗ V

(2.3.9)

which follows from the functoriality of σV,−.

As an immediate corollary we obtain the identity from Lemma 2.1.11(v). Next,
let us prove the identity (σV W )∗ = σV ∗W∗ from Lemma 2.1.11(iv). Its pictorial
representation is

V

V

=

W

W

V W

VW
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We manipulate the left hand side as follows using Lemma 2.3.2:

=

V W

=

W WV V

V VWV WW

Then applying rigidity, we obtain the right hand side.
It is not difficult to write this proof formally in terms of axioms—it is not long

but looks completely mysterious. (We leave it to the suspicious reader.) Repre-
senting morphisms with pictures is an intuitive way to visualize the axioms.

Definition 2.3.3. Let V be an object in a ribbon category C and f be an
endomorphism of V . We define the trace of f—tr f ∈ Endk(1) ≃ k—to be the
composition

1
iV−→ V ⊗ V ∗ f⊗id−−−→ V ⊗ V ∗ δV ⊗id−−−−→ V ∗∗ ⊗ V ∗ eV ∗−−→ 1.(2.3.10)

Its picture is

tr f = f

V

(2.3.11)

In particular, for f = idV , we define the dimension of V to be dimV := tr idV

dimV =

V

(2.3.12)

Exercise 2.3.4. (i) Show that in the category RepfUq(g) we have:

trq f = trV q
2ρf, dimq V = trV q

2ρ.(2.3.13)

Here we denote by dimq and trq the above defined dimension and trace to distinguish
them from the ordinary dimension and trace of V considered as a vector space.

(ii) Using their pictorial presentation, deduce from the axioms that

tr(f ⊗ g) = tr f tr g, tr(f∗) = tr f, tr(fg) = tr(gf).(2.3.14)

In particular,

dim(V ⊗W ) = dimV dimW, dimV ∗ = dimV.(2.3.15)

(A solution to this exercise can be found in [Ka, Theorem XIV.4.2].)

After the examples given above, it is natural to ask if it is true that any two
morphisms giving rise to isotopic pictures are equal. To answer this question, we
must finally formalize what we mean by “pictures”. As it was with braids, the
most natural approach is to consider these pictures as plane projections of certain
3-dimensional objects.
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Definition 2.3.5. A tangle is an isotopy class of a collection of non-intersecting
smooth curves in R2×[0, 1], allowed to have ends only on the lines R×{0}×{0} and
R ×{0}× {1}. If all the curves are closed, the tangle is called a link ; in particular,
a link which consists of just one curve is called a knot .

In particular, this includes as a special case the notion of a braid (Defini-
tion 1.2.1).

Now we can return to the question: is it true that any two morphisms corre-
sponding to isotopic tangles are equal? The answer is “no”. For example, the twist
θV : V → V defined by (2.2.7) is represented by the picture?!

=θ

V V

which is obviously isotopic to the picture of idV , but θ 6= id unless the category C
is symmetric. To count the twists, one has to consider so-called framed, or ribbon,
tangles.

We will call a ribbon a homeomorphic image of a rectangle in R3 . We will
always assume that a ribbon has distinguished “bases”, i.e., a distinguished pair of
opposite edges (in the pictures, they will be usually shown as “short sides”), and a
distinguished side—“face side”—which will be shown in white, as opposed to the
“back side”, which will be shown in gray. We will also allow homeomorphic images
of annuli, which, again, must have a distinguished side.

Definition 2.3.6. A ribbon tangle (or a framed tangle) of n strands is an
isotopy class of a union of n non-intersecting ribbons in R2 × [0, 1], such that
the bases of all ribbons lie on the lines R × {0} × {0, 1}, and near these lines, the
ribbons are turned with their face side upward. A ribbon tangle composed only of
annuli is called a ribbon (or framed) link , and a ribbon link consisting of a single
annulus is called a framed knot.

Examples of ribbon tangles are shown on the next several pages. Note, however,
that by definition, every ribbon must have an even number of twists; in particular,
ribbons like this:

��
��
��
��
��

��
��
��
��
��

are not allowed.
We will call a coupon a rectangle in R3 lying in a plane parallel to R ×{0}×R

and having edges parallel to R × {0} × {0} and {0} × {0} × R. Each coupon is
provided with a labeling of its sides: “face” and “back”, and its edges: “bottom”,
“left”, “top”, and “right”. The difference between coupons and ribbons is that we
do not allow coupons to be twisted.
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Definition 2.3.7. A generalized ribbon tangle is an isotopy class of a union of
several non-intersecting ribbons and several coupons in R2 × [0, 1], such that the
bases of all ribbons lie on the lines R ×{0}× {0, 1} or on edges of coupons parallel
to them, and near them ribbons are turned with their face side upward.

So, a generalized ribbon tangle is almost the same as a ribbon tangle, but we
allow coupons and allow the ribbons to end on them.

Definition 2.3.8. If C is a category, a C-colored ribbon tangle is a generalized
ribbon tangle with the following additional structure:

(i) Each ribbon strand is directed.
(ii) Each ribbon strand is labeled (or colored) by an object of C.
(iii) Each coupon is labeled by a morphism of C, so that the following condition

is satisfied. For any fixed coupon, let V1, . . . , Vm be the labels of the ribbons ending
on the bottom edge of the coupon, and let εi = + if the direction of the ith ribbon
is “incoming” (i.e., pointing towards the coupon), and εi = − otherwise. To this we
associate the object X = V ε11 ⊗ · · · ⊗ V εmm , where V + := V and V − := V ∗ (X := 1
if there are no ribbons ending on the bottom edge of the coupon). We do a similar
thing for the top edge of the coupon, where now we put ε = + for the “outgoing”
ribbons, and get an object Y . Then we require that the coupon is labeled by a
morphism f : X → Y .

Note that any plane projection of a usual tangle can be considered as a ribbon
tangle which is “lying flat”, i.e., always with the face side up, as in Example 2.3.10
(this is called the “blackboard framing”). For technical reasons, we will often draw
lines instead of ribbons, always assuming the blackboard framing. Also, we will
often omit the arrows pointing up when there is no ambiguity.

Note, however, that different projections of the same (non-framed) tangle now
give rise to different framed tangles. For example, the ribbon tangle corresponding
to the twist θV is no longer isotopic to the trivial tangle. We will insert a circle
containing the letter θ (or θ−1) to represent twists:

=
�
�
�
�

�
�
�
�

= =θ

VVV V

It turns out that this was the only problem: now it is true that the isomorphisms
corresponding to isotopic ribbon tangles are equal. This was proved by Reshetikhin
and Turaev in [RT1]; see also expositions in [T, Ka]. We give here their result in
a slightly modified form (cf. [T, Theorem 2.5]).

Let C be a ribbon category. Fix objects V1, . . . , Vn in C and consider all possible
expressions of the form

X = ((V1 ⊗ V2)⊗ V4)⊗ ((V ∗∗∗
1 ⊗ 1)⊗ ∗V2)⊗ · · ·(2.3.16)

where we take the tensor product of V1, . . . , Vn in arbitrary order and allow repe-
titions, arbitrary number of left and right stars and 1’s.

To each expression X as above we assign a sequence F (X) of arrows and labels
by the following rule: to an object ∗···∗V ∗···∗ we assign ↓V if the total number of
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stars is odd and ↑V if it is even. All 1’s are skipped. For example, to the element
(2.3.16) we assign the sequence

V V V V V1 2 4 1 2

For two such expressionsX1 and X2 consider all morphisms ϕ : X1 → X2 which
can be obtained as a composition of the elementary morphisms α±1, λ±1, ρ±1, σ±1,
e, i, δ±1, as well as a number of other morphisms of C. To each such composition
of morphisms ϕ : X1 → X2, we assign a C-colored ribbon tangle T = F (ϕ) with

bottom(T ) = F (X1), top(T ) = F (X2)

by the following rules.
A morphism f : X1 → X2 corresponds to a coupon labeled with f , so that the

ribbons ending on its bottom edge are labeled by F (X1), and those ending on its
top edge by F (X2) (cf. Definition 2.3.8(iii)). The morphisms α, λ, ρ, δ and their
inverses correspond to the trivial tangles, F (e), F (i), F (σ), and F (σ−1) are given
by the right hand sides of (2.3.2), (2.3.3), (2.3.4), and (2.3.5), respectively, and

F (ϕ1 ⊗ ϕ2) = F (ϕ1) F (ϕ2) , F (ϕ1ϕ2) =
F (ϕ1)
F (ϕ2)

.

In other words, we just apply the rules of the graphical calculus introduced
earlier, but we use ribbons instead of lines so that we keep track of the twists.
Then we have the following crucial result.

Theorem 2.3.9 (Reshetikhin–Turaev [RT1]). The morphism ϕ depends only
on the isotopy class of the tangle F (ϕ), i.e., if F (ϕ1) and F (ϕ2) are isotopic as
ribbon tangles then ϕ1 = ϕ2.

The proof of this theorem will be sketched later, when we give another refor-
mulation.

Example 2.3.10. The identity θV⊗W = σWV σVW (θV ⊗ θW ) (2.2.8) corre-
sponds to the following isotopic ribbon graphs:

=

Another way to present this identity, using the conventions formulated before
(i.e., drawing lines instead of ribbons and omitting upward arrows), is shown below.

θ

θ θ

=(2.3.17)
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An important corollary of Theorem 2.3.9 is that any two isomorphisms ϕ : X1
∼−→

X2, composed of α, λ, ρ, δ and their inverses, are equal and therefore, if F (X1) =

F (X2) then there exists a canonical isomorphism X1
∼−→ X2.

Typically, the Reshetikhin–Turaev Theorem is used in the opposite direction.
We will reformulate the theorem in another form which appeared in their original
paper [RT1].

Theorem 2.3.11 (Reshetikhin–Turaev [RT1]). Let C be a ribbon category. Then
for every C-colored ribbon tangle T we can define a morphism F−1(T ) : X1 → X2

in C where

X1 = F−1(bottom(T )), X2 = F−1(top(T )).

The objects X1 and X2 are defined up to a canonical isomorphism and the morphism
F−1(T ) depends only on the isotopy type of the tangle T .

Outline of proof. First, one shows that two ribbon tangles are isotopic if
and only if the corresponding diagrams in the plane can be obtained one from
another by applying a sequence of the following elementary operations:

a) isotopy of R2 and
b) one of a finite number of “simple moves”, such as

, θ

θ

the braid relation and some more—see a complete list in [RT1] or [T, Ka]. These
simple moves generalize the so-called Reidemeister moves which play the same role
for unframed tangles.

Now, it suffices to check that F−1(T ) is unchanged under any of these moves,
which is straightforward: for example, the braid relation and the first of these
moves follow from the definition of a braided category, and the second relation
follows from the functoriality of the commutativity isomorphism. We refer the
reader to the original papers for details.

Corollary 2.3.12. For every C-colored framed link T , F−1(T ) ∈ k is a num-
ber which depends only on the isotopy type of T .

Therefore, every ribbon category gives a number of invariants of links. These
invariants are usually called Reshetikhin–Turaev invariants . In particular, if we
take C to be the category C(g,κ) of representations of a quantum group then these
invariants are rational functions in q1/n. If they are rewritten as formal power series
in 1/κ then every coefficient of such a series is again an invariant; moreover, every
such coefficient is an invariant of a very special type—Vassiliev invariant (see, for
example, [PS]). However, it was recently proved that not all Vassiliev invariants
can be obtained in this way [Vo].

Theorem 2.3.9 is the most effective way of proving identities in ribbon categories—
just draw the corresponding pictures and manipulate with them. For example, the
identity dim(V ⊗W ) = dimV dimW (cf. Exercise 2.3.4) is now obvious from the
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following isotopy of ribbon tangles:

=
V WWV

We also have the following somewhat technical but useful fact.

Proposition 2.3.13. Let T be a C-colored ribbon tangle. Let T ′ be obtained
from T by reversing the direction of one of the strands and replacing the corre-
sponding to it label V by V ∗. Then we get the same morphism F−1(T ) = F−1(T ′).

The proof is similar to that of Theorem 2.3.9. It is immediate to deduce from
Proposition 2.3.13 that dimV = dimV ∗ (cf. Exercise 2.3.4).

2.4. Semisimple categories

In this section we study some properties of semisimple abelian tensor categories
and, in particular, semisimple ribbon categories.

Let C be a semisimple ribbon category. Let I be the set of equivalence classes
of non-zero simple objects in C, and let {Vi}i∈I be representatives of those classes.
Since we assumed that 1 is a simple object, it also can be written as Vi for some
i ∈ I. Traditionally, this index is denoted by 0: V0 = 1.

Semisimplicity immediately implies a number of properties:
1. For i ∈ I, V ∗

i is also simple, hence V ∗
i ≃ Vi∗ for some i∗ ∈ I. The map

∗ : I → I is an involution and 0∗ = 0. (Note, however, that in general there is no
canonical way to define the isomorphism V ∗

i ≃ Vi∗ , see Remark 2.4.2 below.)
2. We can define the multiplicity coefficients Nk

ij ∈ Z+ by

Vi ⊗ Vj ≃
⊕

k

Nk
ijVk.(2.4.1)

In the physics literature, this formula is called a fusion rule, and the coefficients
Nk
ij are called “fusion coefficients”. They satisfy:

Nk
ij = dimHom(Vk, Vi ⊗ Vj) = dimHom(1, Vi ⊗ Vj ⊗ V ∗

k ),(2.4.2)

Nk
ij = Nk

ji = N j∗

ik∗ = Nk∗

i∗j∗ , N0
ij = δij∗ .(2.4.3)

These numbers are nothing but the structure coefficients of the Grothendieck ring
K(C), which has the basis xi = 〈Vi〉 with the multiplication rule xixj =

∑
kN

k
ijxk.

3. Since EndVi = k, we have

θVi = θi idVi , dimVi = di(2.4.4)

for some θi, di ∈ k. The number di is called the quantum dimension of Vi, cf.
Exercise 2.3.4. We have

θ0 = 1, θi∗ = θi,(2.4.5)

d0 = 1, di∗ = di, didj =
∑

kN
k
ijdk.(2.4.6)

Lemma 2.4.1. In a semisimple ribbon category, all dimensions di = dimVi of
simple objects are non-zero.
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Proof. Since N0
ii∗ = N i

i0 = 1, we can write Vi ⊗ V ∗
i = X ⊕X ′, where X ≃ 1

(not canonically), and Hom(1, X ′) = 0. Thus, the maps i : 1 → Vi ⊗ V ∗
i and

e : Vi⊗V ∗
i → 1 can be considered as maps 1 → X , X → 1. Since both of these maps

are non-zero (this follows from rigidity), their composition is also non-zero.

Remark 2.4.2. It is tempting (and many authors do so) to choose some iden-

tification V ∗
i

∼−→ Vi∗ to simplify the formulas. However, this should be avoided.
Not only this cannot be done canonically, but in many cases it cannot be done at
all! Indeed, in order for this to be useful we need to choose these isomorphisms
φi : V

∗
i → Vi∗ in such a way that the composition

Vi
φ−1
i∗−−→ V ∗

i∗
φ∗
i−→ V ∗∗

i

coincides with δVi . We leave it as an exercise to the reader that for the category
Repf(sl2) (with the standard balancing), considered in Example 2.2.8, this is im-

possible: regardless of the choice of φi, the composition above will give δ̃ rather
than δ.

When C = RepfG, G—a finite group, an important role in the representation
theory of G is played by the regular representation R = Fun(G). This is a G-
bimodule (i.e., an element of C⊠2); as a bimodule, it is isomorphic to

⊕
Vi ⊠ V

∗
i .

More generally, any rigid semisimple abelian category automatically gives rise to
an object R ∈ ind−C⊠2 defined by

R =
⊕

i∈I

Vi ⊠ V
∗
i ,(2.4.7)

where we denote by ind−C⊠2 the category whose objects are infinite sums of the
form

∑
Ai ⊠ Bi with Ai, Bi ∈ C. The object R does not depend on the choice of

representatives Vi of the isomorphism classes: if we choose another representative
Ṽi, then one has a canonical isomorphism R

∼−→ R̃. In particular, if C is balanced,
then R is symmetric in the following sense: we say that an object R ∈ ind−C⊠2 is
symmetric if we are given an isomorphism s : Rop ∼−→ R such that ssop = id. Here
the functor op is defined by (A⊠B)op = B ⊠A.

For the object R defined by (2.4.7), s can be written explicitly as follows: for

every i, choose an isomorphism ϕi : V
∗
i

∼−→ Vi∗ , and define ψi : V
∗
i ⊠ Vi → Vi∗ ⊠ V

∗
i∗

by ψi = ϕi ⊠ δVi(ϕ
∗
i )

−1. This obviously does not depend on the choice of ϕi (since
EndVi = k). Now, define

s =
⊕

ψi : R
∼−→ Rop.(2.4.8)

We will also frequently use the following object of ind−C associated with R :

H = ⊗(R) =
⊕

Vi ⊗ V ∗
i .(2.4.9)

The previous arguments show that H is also canonically isomorphic to
⊕
V ∗
i ⊗ Vi.

Also, H is canonically isomorphic to H∗ =
⊕
V ∗∗
i ⊗V ∗

i . Both these properties will
be used many times in the sequel.

One of the main goals of the next lectures will be to answer the following ques-
tion: given a semisimple abelian category C and a symmetric object R ∈ ind−C⊠2,
what extra data are needed to reconstruct the structure of a ribbon category on C?
We will give an answer to this question in Chapter 5.
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Finally, when working with an object R ∈ ind−C⊠2 (not necessarily the one
given by (2.4.7)), it is convenient to use the following notation: if R =

⊕
Ai ⊠Bi,

then we write Hom(X,R(1) ⊗ Y ⊗ R(2)) instead of
⊕

iHom(X,Ai ⊗ Y ⊗ Bi), etc.
If R is symmetric, then the superscripts “(1)”, “(2)” can be omitted, and we will
just write Hom(X,R⊗ Y ⊗R). Similarly, we can use several copies R1, . . . , Rm of
R and write, for example,

R1 ⊗X ⊗R2 ⊗R2 ⊗R1 = R
(1)
1 ⊗X ⊗R

(1)
2 ⊗R

(2)
2 ⊗R

(2)
1

=
⊕

i,j

Ai ⊗X ⊗Aj ⊗Bj ⊗Bi.



CHAPTER 3

Modular Tensor Categories

In this chapter, we introduce one more refinement of the notion of a tensor cate-
gory — that of a modular tensor category. By definition, this is a semisimple ribbon
category with a finite number of simple objects satisfying a certain non-degeneracy
condition. It turns out that these categories have a number of remarkable prop-
erties; in particular, we prove that in such a category one can define a projective
action of the group SL2(Z) on an appropriate object, and that one can express the
tensor product multiplicities (fusion coefficients) via the entries of the S-matrix
(this is known as Verlinde formula).

We also give two examples of modular tensor categories. The first one, the
category C(g,κ),κ ∈ Z+, is a suitable semisimple subquotient of the category of
representation of the quantum group Uq(g) for q being root of unity: q = eπi/mκ.
The second one is the category of representations of a quantum double of a finite
group G, or equivalently, the category of G-equivariant vector bundles on G. (We
do not explain here what is the proper definition of Drinfeld’s category D(g,κ) for
κ ∈ Z+, which would be a modular category — this will be done in Chapter 7.)

3.1. Modular tensor categories

In this section we will study ribbon categories with some additional proper-
ties. Let C be a semisimple ribbon category. We will use the same notation as in
Section 2.4. Define the numbers s̃ij ∈ k = End1 (i, j ∈ I) by the following picture:

s̃ij =

i j

.(3.1.1)

Here and below, we will often label strands of tangles by the indices i ∈ I meaning
by this Vi. Note that (2.3.17) implies

s̃ij =
θ

i j
-1θ θ-1

= θ−1
i θ−1

j tr θV ∗
i ⊗Vj = θ−1

i θ−1
j

∑

k∈I

Nk
i∗jθkdk.

(3.1.2)

47
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Also, it is easy to see that

s̃ij = s̃ji = s̃i∗j∗ = s̃j∗i∗ , s̃i0 = di = dimVi.(3.1.3)

Definition 3.1.1. A modular (tensor) category (MTC for short) is a semisim-
ple ribbon category C satisfying the following properties:

(i) C has only a finite number of isomorphism classes of simple objects: |I| <∞.
(ii) The matrix s̃ = (s̃ij)i,j∈I , where s̃ij is defined by (3.1.1), is invertible.

Remark 3.1.2. If C is symmetric, one can change overcrossing and undercross-
ing, hence s̃ij = didj . Unless |I| = 1, this matrix s̃ is singular, therefore C is not
modular.

Remarks 3.1.3. (i) Many authors (for example, Turaev [T]) impose weaker
conditions, not necessarily requiring semisimplicity in our sense. We are only inter-
ested in the simplest case; thus the above definition is absolutely sufficient for our
purposes. We refer the reader to [Ke], [Lyu2] for a discussion of the non-semisimple
case.

(ii) The name “modular” is justified by the fact that in this case we can define
a projective action of the modular group SL2(Z) on certain objects in our category,
as we will show below. To the best of our knowledge, this construction first ap-
peared (in rather vague terms) in a paper of Moore and Seiberg [MS2]; later it was
formalized by Lyubashenko [Lyu1] and others. Our exposition follows the book of
Turaev [T].

(iii) The appearance of the modular group in tensor categories may seem mys-
terious; however, there is a simple geometrical explanation, based on the fact that
to each modular tensor category one can associate a 2+1-dimensional Topological
Quantum Field Theory. This also shows that in fact we have an action of the map-
ping class group of any closed oriented 2-dimensional surface on the appropriate
objects in MTC. This is the key idea of the book [T], and will be discussed in detail
in Chapter 4.

From now on, let us adopt the following convention:

If some (closed) strand in a picture is left unlabeled then we assume

summation over all labels i ∈ I each taken with the weight di = dimVi.
(3.1.4)

Since di∗ = di, we can drop the arrow of such a strand. Recall also that we omit the
upward arrow when there is no ambiguity. Then we have the following propositions.
(Their statements and proofs can be written explicitly in terms of σ, i, e, δ, etc., but
we will prefer to use the pictorial presentation.)

Lemma 3.1.4. In any semisimple ribbon category we have

i

j

=
s̃ij
di

i(3.1.5)

Recall that by Lemma 2.4.1, di 6= 0.
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Proof. The left hand side is an element of End(Vi) = k, i.e., it is equal to
aij idVi for some aij ∈ k. Taking a trace (i.e., closing the diagram), we obtain

=
j

i a ij i

The left hand side is equal to s̃ij , while the right hand side to aijdi.

Lemma 3.1.5. We have the following identities :

θθ θ-1 θ-1+= p

i i

-p= i i,(3.1.6)

where

p± :=
∑

i∈I

θ±1
i d2i .(3.1.7)

Proof. We will consider only the case of plus sign, the case of minus sign is
similar. Again the left hand side is an element of End(Vi) = k, we take the trace
of this element and multiply it with θi. Then, using (2.3.17), we get

θ θ θ= 

i i

Now decompose the tensor product Vj ⊗ Vi as in (2.4.1) to get

θi tr(lhs) =
∑

j

dj trVj⊗Vi θ =
∑

j,k

Nk
jidjdkθk.

Using (2.4.3) and (2.4.6), we obtain

θi tr(lhs) =
∑

k

(∑

j

N j∗

ik∗dj

)
dkθk =

∑

k

didk∗dkθk =
(∑

k

θkd
2
k

)
di = p+di,

as desired.
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Corollary 3.1.6.

-1θ θ-1θ

k

+= pi k

i

Proof. Since any object is a direct sum of simple ones, (3.1.6) holds if we
replace Vi by any object V . Apply this identity for V = Vi⊗Vk and use (2.3.17).

Theorem 3.1.7. Define the matrices s̃ = (s̃ij), t = (tij) and c = (cij) (“charge
conjugation matrix”) by (3.1.1) and

tij = δijθi,(3.1.8)

cij = δij∗ .(3.1.9)

Then we have:

(s̃t)3 = p+s̃2,(3.1.10)

(s̃t−1)3 = p−s̃2c,(3.1.11)

ct = tc, cs̃ = s̃c, c2 = 1,(3.1.12)

where p± are defined by (3.1.7). Moreover, when s̃ is invertible, we have

s̃2 = p+p−c.(3.1.13)

Proof. The fact that c commutes with s̃ and t follows from (3.1.3) and (2.4.5);
and c2 = 1 because i∗∗ = i. To prove the non-trivial relations (3.1.10, 3.1.11),
consider first the identity

θ θ-1θ-1+= pi k

i

k

(3.1.14)

obtained from Corollary 3.1.6. The right hand side is equal to

p+θ−1
i θ−1

k
i

k

= p+θ−1
i θ−1

k

s̃ik
di

i
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where we used Lemma 3.1.4. We can rewrite the left hand side of (3.1.14) as

∑

j

djθj
k

j

i

Applying Lemma 3.1.4 twice we obtain

∑

j

djθj
s̃jk
dj

i

j

=
∑

j

θj s̃jk
s̃ij
di

i

This gives the identity
∑

j

s̃ijθj s̃jk = p+θ−1
i s̃ikθ

−1
k

which is equivalent to

s̃ts̃ = p+t−1s̃t−1,

proving (3.1.10). Similarly, using the analogue of Corollary 3.1.6 with minus sign,
one can prove

s̃t−1s̃ = p−ts̃tc,

which implies (3.1.11).
When the matrix s̃ is non-singular, it is a matter of pure algebra to deduce

Eq. (3.1.13) from (3.1.10)–(3.1.12).

Corollary 3.1.8. In an MTC, p+ and p− are non-zero.

Now assume that the category C is modular, and introduce the notation

D :=
√
p+p−, ζ := (p+/p−)1/6(3.1.15)

(assuming that they exist in k, otherwise we can always pass to a certain algebraic
extension). Define the renormalized matrix

s := s̃/D.(3.1.16)

Then we can rewrite the relations from Theorem 3.1.7 as follows:

(st)3 =

√
p+

p−
s2 = ζ3s2, s2 = c, ct = tc, c2 = 1.(3.1.17)

Recalling the well-known description of SL2(Z) as the group generated by the ele-
ments

s =

(
0 −1
1 0

)
, t =

(
1 1
0 1

)
(3.1.18)
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with relations (st)3 = s2, s4 = 1, we see that the matrices s, t give a projective
representation of SL2(Z). (The fact that s2t = ts2 follows from (st)3 = s2.)

Remark 3.1.9. Of course, one easily sees that we can replace the matrix t by
t/ζ and get a true representation of SL2(Z) rather than a projective one. In fact,
since H2(SL2(Z),Q) = 0, every projective representation of SL2(Z) over a field k
of characteristic 0 can be trivialized in some algebraic extension of k. However,
we prefer not to do it: later we will show that any MTC gives rise to projective
representations of more general groups (mapping class groups), of which SL2(Z) is
the simplest example, and these representations can not be trivialized. Moreover,
if we renormalize t now, it will make things only worse later.

Corollary 3.1.10. In an MTC, we have:

i = p+p−δi,0 i(3.1.19)

p+p− =
∑

d2i = .(3.1.20)

i j = δij
p+p−

di
i

i

(3.1.21)

Proof. Let us prove the first identity. As before, it suffices to prove that the
traces of both sides are equal. By Lemma 3.1.4 the left hand side of (3.1.19) is
equal to

∑
j dj s̃ij/di idVi . Taking a trace, we obtain

∑

j

dj s̃ij =
∑

j

s̃0j s̃ij = (s̃)20i = p+p−c0i = p+p−δi,0.

The second identity (3.1.20) easily follows from (3.1.19). The proof of (3.1.21) is
similar to the above, using twice Lemma 3.1.4.

We note that equation (3.1.20), along with the definition of s, give the following

formulas for the number D =
√
p+p−:

D =
√∑

dim2 Vi = s−1
00 .(3.1.22)

We can easily describe the Grothendieck ring of a modular tensor category. As
before, let C be an MTC and let K(C) be the Grothendieck ring of C (see Defini-
tion 2.1.9). Then the algebra K = K(C)⊗Z k is a finite dimensional commutative
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associative algebra with a basis xi = 〈Vi〉, i ∈ I, and a unit 1 = x0. This algebra is
frequently called the fusion algebra, or Verlinde algebra.

Theorem 3.1.11. Let C be an MTC, K = K(C) ⊗Z k, and let F (I) be the
algebra of k-valued functions on the set I. Define a map µ : K → F (I) by the
picture:

V

i =
(
µ(V )

)
(i) i

Then µ is an algebra isomorphism.

Proof. It is immediate from the results of Section 2.3 that µ is an algebra
homomorphism. Indeed,

VU

i .
=

U

V

i

i

.

Choose a basis in F (I) consisting of renormalized delta-functions: ǫi(j) =
δij/s0i. Then it follows from Lemma 3.1.4 and the obvious identity s̃ij/di = sij/s0i
that the map µ is given by

µ(xj) =
∑

i

sijǫi.(3.1.23)

Since the matrix sij is invertible, this completes the proof.

The importance of this result is that it gives a new basis µ−1(ǫi) in K in which
the multiplication becomes diagonal. For brevity, let us write ǫi ∈ K instead of
µ−1(ǫi). Then (3.1.23) and ǫiǫj = δijǫi/s0i imply that

xiǫj = ǫj sij/s0j .(3.1.24)

Comparing this with the usual formula for the multiplication in the basis xi:

xixj =
∑

k

Nk
ijxk,(3.1.25)

we get the following proposition.
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Proposition 3.1.12. For a fixed i let Ni be the matrix of multiplication by xi
in the basis {xj}, i.e., (Ni)ab = Na

ib, and let Di be the following diagonal matrix:
(Di)ab := δabsia/s0a. Then

sNis
−1 = Di.(3.1.26)

This proposition is usually formulated by saying that “the s-matrix diagonalizes
the fusion rules”. Another reformulation is the following. Define in K another
operation, ∗ (convolution), by the formula

xi ∗ xj = δijxi/s0i.(3.1.27)

Then:

s(xy) = s(x) ∗ s(y),(3.1.28)

s(x ∗ y) = s(x)s(y).(3.1.29)

Therefore, the matrix s can be considered as some kind of a Fourier transform.
Finally, Proposition 3.1.12 immediately implies the following famous formula

for the coefficients Nk
ij , which was conjectured in [Ve] and proved in [MS1].

Theorem 3.1.13 (Verlinde formula).

Nk
ij =

∑

r

sirsjrsk∗r
s0r

.(3.1.30)

Before giving the proof, let us note that as a consequence the right hand side
of (3.1.30) is a non-negative integer, which is a non-trivial and unexpected fact.

Proof. Rewrite formula (3.1.26) as sNi = Dis, or

∑

a

Na
ijsar =

sirsjr
s0r

.(3.1.31)

Multiplying this identity by srk∗ and summing over r, we get (3.1.30).

Remark 3.1.14. If the base field k = C , and the category C is Hermitian, that
is, if it can be endowed with a complex conjugation functor satisfying certain
compatibility conditions [T, Sect. II.5], then it can be shown that the matrices s, t
are unitary (see [Ki]).

Let C be a modular tensor category. Recall the object H =
⊕
Vi ⊗ V ∗

i ∈ C
defined in (2.4.9). As was mentioned in Section 2.4, we have canonical isomorphisms
H ≃ H∗ and H ≃ ⊕

V ∗
i ⊗ Vi. It also follows from the definition that dimH =

D2 =
∑

(dim Vi)
2.

Definition 3.1.15. Define elements S, T, C ∈ EndH as follows. Write

S =
⊕

i,j∈I

Sij , Sij : Vj ⊗ V ∗
j → Vi ⊗ V ∗

i
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and similarly T =
⊕
Tij , C =

⊕
Cij . Then:

Sij :=
di
D

i

j

,(3.1.32)

Tij := δij θ

j j

,(3.1.33)

Cij := δij∗ j j

-1θ

.(3.1.34)

We have the following generalization of Theorem 3.1.7.

Theorem 3.1.16. S2 = C, C2 = S4 = θ−1
H , (ST )3 =

√
p+/p−S2 and the

element C is central in EndH.

Proof. Let us first check the identity S2 = C. We have:

(S2)ij =
∑

k

SikSkj =
∑

k

di
D

dk
D

j

i

k
=

di
D2

j

i
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=
di
D2

i

j

θ-1

=
di
D2

j

θ-1

i

= δij∗

j

θ-1

j

= δij∗ j j

-1θ

= Cij

using (3.1.21) and p+p− = D2, di = di∗ .
Similarly, (STS)ij =

∑
k,l SikTklSlj =

∑
k Sik(θk ⊗ id)Skj is equal to

di
D2

θ

i

j

=
di
D2

j

θ-1

i

θ
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=
di
D2

p+

j

θ-1

-1θ θ-1

i

=

√
p+

p−
di
D

-1θ

i

θ-1
j

which equals
√
p+/p−(T−1ST−1)ij ; now using Corollary 3.1.6 instead of Corol-

lary 3.1.10. This proves that (ST )3 =
√
p+/p−S2.

Finally, using (2.3.17), it is easy to see that (C2)ij = δijθ
−1
Vi⊗V ∗

i
= (θ−1

H )ij .

We cannot say that S, T give a projective representation of the modular group
in H , since θH is not a constant. However, θH becomes a constant after restriction
to an isotypic component of H . Equivalently, let us fix a simple object U in our
category and consider the space

Hom(U,H) =
⊕

i∈I

Hom(U, Vi ⊗ V ∗
i ).

This is a vector space over k, and θH |Hom(U,H) = θU idHom(U,H), θU ∈ k.

Theorem 3.1.17. Define the maps SU , TU : Hom(U,H) → Hom(U,H) by

SU : Φ 7→ SΦ,

TU : Φ 7→ TΦ.

Then SU , TU satisfy the following relations

S4
U = θ−1

U ,

TUS
2
U = S2

UTU ,

(SUTU )
3 =

√
p+

p−
S2
U ,

and thus give a projective representation of the group SL2(Z) in Hom(U,H).

Example 3.1.18. Let U = 1 be the unit object in C. Then we have a canonical
identification Hom(1, Vi ⊗ V ∗

i ) ≃ k, and thus we have a canonical basis {χi} of
Hom(1, H). In this case, the action of the modular group defined in Theorem 3.1.17
in the basis {χi} is given by s, t defined by (3.1.16) and (3.1.8).

The next theorem was proved by Vafa in the context of Conformal Field Theory.

Theorem 3.1.19 (Vafa [V2]). In any modular tensor category the numbers θi
and ζ = (p+/p−)1/6 are roots of unity (regardless of the base field k).

Proof. We will use the following observation: if
∏

j∈I

θ
Mij

j = 1, i ∈ I,
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with a non-singular integer matrix Mij , then all θj are roots of unity. Indeed, we
can diagonalize the matrix Mij by rows and columns operations.

For fixed objects W1, W2, W3 in C, define the following endomorphisms of
W1 ⊗W2 ⊗W3:

θ1 := θW1 ⊗ id⊗ id, θ2 := id⊗θW2 ⊗ id, θ3 := id⊗ id⊗θW3 ,

θ12 := θW1⊗W2 ⊗ id, θ23 := id⊗θW2⊗W3 , θ13 := θ

W WW1 2 3

θ123 := θW1⊗W2⊗W3 .

Then it is easy to check that

θ12θ13θ23 = θ123θ1θ2θ3(3.1.35)

(this identity is sometimes called the lantern identity). Consider this identity for
W1 = Vi, W2 = V ∗

i , W3 = Vi. It gives rise to an identity of operators in the vector
space

Ui = Hom(Vi, Vi ⊗ V ∗
i ⊗ Vi)

which is non-zero since it contains iVi ⊗ idVi . We take determinant of both sides of
this identity.

To compute det θ12|Ui , we use the decompositions of Vi ⊗ V ∗
i and Vj ⊗ Vi as

direct sums of simple objects:

Vi ⊗ V ∗
i =

∑

j

N j
ii∗Vj , Vj ⊗ Vi =

∑

k

Nk
jiVk,

and (2.4.4, 1.1.2). We obtain

det θ12|Ui =
∏

j

θ
Nj

ii∗
Ni

ji

j .

Similarly, we compute the determinants of other θ’s and get the identity
∏

j

θ
Aij

j = θ4 dimUi

i ,

where Aij = 2N j
ii∗N

i
ij +N j

iiN
i
ji∗ . Using that dimUi = (1/3)

∑
j Aij > 0, it is easy

to see that the matrix Aij − 4δij dimUi is nonsingular. It follows that all θi are
roots of unity.

Since det t =
∏
i θi, det t is a root of unity. On the other hand, s4 = 1 implies

that det s is a 4th root of unity. Therefore, it follows from (st)3 = ζ3s2 that ζ is a
root of unity.

Remark 3.1.20. In MTCs coming from Conformal Field Theory (CFT), when
the base field is C , one usually writes

θi = e2πi∆i, ζ = e2πic/24.(3.1.36)
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The numbers ∆i are called the conformal dimensions and c is called the (Virasoro)
central charge of the theory. In this language Vafa’s theorem asserts that the
conformal dimensions and the central charge of the theory are rational numbers;
this is one of the reasons why such CFTs are called rational.

One can also easily prove the following result.

Theorem 3.1.21. All the numbers sij/s0j = s̃ij/dj are algebraic integers.

Proof. By Verlinde formula (3.1.26), these numbers are the eigenvalues of the
matrix Ni with integer entries.

3.2. Example: Quantum double of a finite group

We will give the simplest example of a modular tensor category—the category
of finite dimensional representations of the Hopf algebra D(G), which is the quan-
tum double of the group algebra k[G] of a finite group G. It is interesting that
this example appeared in two seemingly unrelated areas—the theory of characters
of reductive groups over finite fields [L5, L6] and the orbifold constructions in
Conformal Field Theory [DVVV, KT].

Let us first fix the notation. Let G be a finite group. Recall that its group
algebra k[G] over a field k is a Hopf algebra with a k-basis {x}x∈G and

multiplication x⊗ y 7→ xy, x, y ∈ G,

unit e (the unit element of G),

comultiplication ∆(x) = x⊗ x, x ∈ G,

counit ε(x) = 1,

antipode γ(x) = x−1.

This Hopf algebra is cocommutative. A representation of k[G] is the same as
a representation of G. By Maschke’s theorem, the category Repf k[G] of finite
dimensional representations is semisimple.

The Hopf algebra dual to k[G] is isomorphic to the function algebra F (G) of
the group G. It has a k-basis {δg}g∈G consisting of delta functions:

δg(x) = δg,x =

{
1 for g = x,

0 for g 6= x.

It has

multiplication δgδh = δg,hδg, g, h ∈ G,

unit 1 =
∑
g∈G δg,

comultiplication ∆(δg) =
∑

g1g2=g
δg1 ⊗ δg2 , g ∈ G,

counit ε(δg) = δg,e,

antipode γ(δg) = δg−1 .

A representation of F (G) is the same as a G-graded vector space (since {δg}g∈G
are projectors).

Applying Drinfeld’s quantum double construction [Dr3] it is easy to describe
explicitly the quantum double D(G) of k[G]. As a vector space, D(G) = F (G) ⊗k
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k[G]. It is a Hopf algebra with

multiplication (δg ⊗ x)(δh ⊗ y) = δgx,xh(δg ⊗ xy), x, y, g, h ∈ G,

unit 1 =
∑
g∈G δg ⊗ e,

comultiplication ∆(δg ⊗ x) =
∑

g1g2=g
(δg1 ⊗ x)⊗ (δg2 ⊗ x), g, x ∈ G,

counit ε(δg ⊗ x) = δg,e,

antipode γ(δg ⊗ x) = δx−1g−1x ⊗ x−1.

The Hopf algebra D(G) is quasitriangular with

R-matrix R =
∑
g∈G(δg ⊗ e)⊗ (1⊗ g).

(Of course, once we know the above formulas, they can be easily checked directly.)
Note that F (G) and k[G] embed in D(G) as k-algebras and D(G) is their

semidirect product:

D(G) = F (G)⋊ k[G],(3.2.1)

with

xδgx
−1 = δxgx−1 for g, x ∈ G.(3.2.2)

Let RepfD(G) be the category of finite dimensional representations of D(G)
as a k-algebra. By the above remarks, a representation V of D(G) is the same as
a G-module with a G-grading V =

⊕
g∈G Vg satisfying xVg ⊂ Vxgx−1 , x, g ∈ G.

In other words, objects of RepfD(G) are finite dimensional G-equivariant vector
bundles over G. We will show that the category RepfD(G) is semisimple and will
describe its simple objects.

For V ∈ ObRepfD(G) and v ∈ V the submodule generated by v is

D(G)v =
∑

g∈G

k[G]δgv =
∑

g∈G

⊕

xgx−1∈g

xZ(g)δgv,

where g denotes the conjugasy class and Z(g) the centralizer of g in G. Note that
k[Z(g)]δgv is an irreducible representation π of Z(g). Hence

Vg,π := k[G]δgv =
⊕

xgx−1∈g

xπ,(3.2.3)

is an irreducible D(G)-module which depends only on the conjugacy class g and
the isomorphism class of the irreducible representation π of Z(g). The action of
D(G) on Vg,π is given explicitly by:

(δf ⊗ h)(xv) = δf,hxgh−1x−1 hxv for f, h, x ∈ G, v ∈ π.(3.2.4)

This shows that the category RepfD(G) is semisimple with simple objects

Vg,π labeled by pairs (g, π), where g ∈ G is a conjugacy class in G and π ∈ Ẑ(g) is
an isomorphism class of irreducible representation of the centralizer Z(g) of some
element g ∈ g (π is independent of the choice of g).
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In what follows we will use the orthogonality relations of irreducible characters
of a finite group G:

1

|G|
∑

h∈G

trπ∗(h) trπ′(hg) =
trπ(g)

trπ(e)
δπ,π′ , π, π′ ∈ Ĝ, g ∈ G,(3.2.5)

1

|Z(g)|
∑

π∈Ĝ

trπ∗(g) trπ(h) = δg,h, h, g ∈ G.(3.2.6)

Also recall that |g||Z(g)| = |G|.

Theorem 3.2.1. RepfD(G) is a modular tensor category with simple objects

Vg,π labeled by (g, π), g ∈ G, π ∈ Ẑ(g) (g ∈ g). We have:

V ∗
g,π ≃ Vg−1,π∗ ,(3.2.7)

t(g,π),(g′,π′) = δ(g,π),(g′,π′)

trπ(g)

trπ(e)
,(3.2.8)

s(g,π),(g′,π′) =
1

|Z(g)||Z(g′)|
∑

h∈G
hg′h−1∈Z(g)

trπ(hg
′−1

h−1) trπ′(h−1g−1h).(3.2.9)

The numbers p± from (3.1.7) are equal to the order of G.

The s-matrix (3.2.9) was first introduced by Lusztig [L5] (see also [L6, L7])
under the names “non-abelian Fourier transform” and “exotic Fourier transform”.
Then it appeared in [DVVV] and [KT] in connection with “orbifolds”. Dijkgraaf,
Pasquier and Roche [DPR] considered a generalization of the above construction
which is also related to orbifolds. They introduced a quasi-Hopf algebra Dc(G),
depending on a cohomology class c ∈ H3(G,U(1)), which reduces to D(G) when
c = 1.

Proof of Theorem 3.2.1. Eq. (3.2.7) follows easily from the definitions (note
that Z(g−1) = Z(g) and trπ∗(h) = trπ(h

−1)).
To prove (3.2.8), we compute the twists θ using the results of Proposition 2.2.4

and Lemma 2.2.5. Since γ2 = id, it follows that δV = id, cf. (2.2.11). Hence,

θ = u−1 =
∑

h∈G

δh ⊗ h.(3.2.10)

As g is central in Z(g), it acts as a constant = trπ(g)/ trπ(e) on the representation
π; hence by (3.2.4), θg,π = trπ(g)/ trπ(e).

To prove (3.2.9), we will use (3.1.2). We compute for x, x′ ∈ G, v ∈ π∗, v′ ∈ π′:

θV ∗
g,π⊗Vg′,π′

(xv ⊗ x′v′) = ∆(u−1)(xv ⊗ x′v′)

=
∑

h∈G
h1h2=h

(δh1 ⊗ h)(xv) ⊗ (δh2 ⊗ h)(x′v′)

=
∑

h∈G
h1h2=h

δh1,hxg−1x−1h−1hxv ⊗ δh2,hx′g′x′−1h−1hx′v′

= (fxv ⊗ fx′v′), where f = xg−1x−1x′g′x′
−1
.
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Hence,

tr θV ∗
g,π⊗Vg′ ,π′

=
∑

xg−1x−1∈g−1

x′g′x′−1∈g′

x−1x′g′x′−1x∈Z(g−1)

trπ∗(g−1x−1x′g′x′
−1
x) trπ′(x′

−1
xg−1x−1x′g′)

=
trπ∗(g−1)

trπ∗(e)

trπ′(g′)

trπ′(e)

1

|Z(g)||Z(g′)|
∑

h∈G
hg′h−1∈Z(g)

trπ∗(hg′h−1) trπ′(h−1g−1h),

which proves (3.2.9).
The computation of p± is straightforward (using (3.2.5, 3.2.6)), and is left to

the reader.

3.3. Quantum groups at roots of unity

We will show that the category of representations of a quantum group at root
of unity is a modular tensor category.

We will use the notation and definitions from Section 1.3. Recall that the
quantum group Uq(g) was defined over the field Cq where q is a formal variable
(Definition 1.3.1). We also defined a version of the quantum group (“the quantum
group with divided powers”) which makes sense for q ∈ C (see (1.3.18)).

In this section we will consider the case q = eπi/mκ (κ ∈ Z+ and m is
from (1.3.17)), and we will abbreviate Uq(g)|q=eπi/mκ to Uq(g). As usual, we let

qa = eaπi/mκ for any a ∈ Q. Let C(g,κ) be the category of finite dimensional
representations of Uq(g) over C with weight decomposition:

V =
⊕

λ∈P

V λ, qh|V λ = q(h,λ) idV λ ,

e
(n)
i (V λ) ⊂ V λ+nαi , f

(n)
i (V λ) ⊂ V λ−nαi .

Note that our definition of weight decomposition is stronger than just requiring
that all qh be diagonalizable: the action of qh does not allow one to distinguish
between V λ and V λ+2mκµ, µ ∈ P .

Theorem 3.3.1. C(g,κ) is a ribbon category over C .

Proof. The associatity, unit, etc., follow from the fact that Uq(g) is a Hopf
algebra (cf. Examples 1.2.8(iii), 2.1.4). For the commutativity we need that the
R-matrix can be defined over Uq(g)Z, which was proved by Lusztig, see [L2].

Definition 3.3.2. Let λ ∈ P+ be a dominant integer weight of g. The Weyl
module Vλ of Uq(g) is defined by

Vλ = (Vλ)Z ⊗A C ,

where A = Z[q±1/|P/Q|] and (Vλ)Z = Uq(g)Zvλ ⊂ (Vλ)Cq is the Uq(g)Z-submodule
of (Vλ)Cq generated by the highest weight vector.

This means that we choose a basis of (Vλ)Cq such that the action of Uq(g)Z
has coefficients from Z[q±1/|P/Q|] and then we can put q a complex number. This
description shows that the weight subspaces of Vλ are the same as those of (Vλ)Cq .
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For example, let us consider first the case when g = sl2. The weight lattice of
sl2 can be identified with Z, so the Weyl modules are

Vn =

n∑

i=0

C vi , n ∈ Z+.

Here v0 is the highest weight vector and vi = f (i)v0. The action of Uq(sl2) is given
by (recall that [k] := (qk − q−k)/(q − q−1)):

qhvi = qn−2ivi, evi = [n− i+ 1]vi−1, fvi = [i+ 1]vi+1,

see the figure (f is represented by solid lines and e by dashed ones).

[1]

-1 ][ [

[ [2]

[1]

n

n n

]

]

v v v v vn 2n 1 0 - 1

The coefficients of the above action are in Z[q±1], so it makes sense for q ∈ C× . We
will assume that q 6= ±1.

Exercise 3.3.3. Write the action of e(k) and f (k) in this basis.

Let q = eπi/κ, κ ∈ Z+. Then the module Vn may be reducible since [k] = 0
when κ divides k. For example, for n = 3, κ = 3, the basis elements v1 and v2
span a submodule V ′

3 . This claim does not follow simply from the fact that V ′
3 is

invariant under the operators e and f , because for example e(3) is a new operator
different from e3/[3]! (since [3] = 0). We leave the proof as an exercise (not too
difficult). The submodule V ′

3 is not a direct summand, hence V3 is not semisimple.

Theorem 3.3.4. (i) The module Vn is irreducible for n < κ.
(ii) dimq Vn = [n+ 1] = 0 if and only if κ divides n+ 1.

The proof of this theorem is straightforward. In particular, this theorem implies
that

For 0 ≤ n ≤ κ − 2, Vn is irreducible and dimq Vn 6= 0,(3.3.1)

which is obvious because in this case all q-factorials are non-zero. (In fact, one has
a stronger statement: Vn is irreducible iff n < κ or n = lκ − 1, l ∈ Z+, see [AP].)

We will need a similar result for an arbitrary semisimple finite dimensional Lie
algebra g. Recall the number m from (1.3.17). We let q = eπi/mκ, κ ∈ Z, and
assume that κ ≥ h∨, where h∨ = 〈ρ, θ〉 + 1 is the dual Coxeter number, ρ is the
half sum of positive roots, and θ is the highest root of g.

Theorem 3.3.5. dimq Vλ = 0 if and only if λ + ρ ∈ Hα,l for some α ∈ ∆+,
l ∈ Z, where Hα,l is the hyperplane

Hα,l := {x ∈ h∗ | 〈x, α〉 = lκ}.
Proof. By (2.3.13) we have an explicit formula for dimq:

dimq Vλ = trVλ
q2ρ = χλ(q

2ρ),(3.3.2)

where χλ is the character of the representation Vλ. Here and below we use the
notation eλ(qµ) = q〈〈λ,µ〉〉 and extend it to f(qµ) for f ∈ C [P ], where P is the
weight lattice of g.
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We have the Weyl formula for χλ:

χλ(q
2ρ) =

1

δ(q2ρ)

∑

w∈W

(−1)l(w)q〈〈w(λ+ρ),2ρ〉〉,(3.3.3)

where l(w) is the length of w, and δ is the Weyl denominator

δ =
∏

α∈∆+

(eα/2 − e−α/2) =
∑

w∈W

(−1)l(w)ew(ρ).(3.3.4)

(This equality is the Weyl denominator formula.)
We can rewrite (3.3.3) as

χλ(q
2ρ) =

1

δ(q2ρ)

∑

w∈W

(−1)l(w)q2〈〈λ+ρ,w(ρ)〉〉 =
δ(q2(λ+ρ))

δ(q2ρ)
=

∏

α∈∆+

[〈〈α, λ + ρ〉〉]
[〈〈α, ρ〉〉] ,

(3.3.5)

where, as usual, [n] denotes the q-number.
Note that 〈〈α, ρ〉〉 ≤ 〈〈θ, ρ〉〉 = m(h∨ − 1) < mκ, thus the denominator is non-

zero. The numerator is 0 exactly when λ+ ρ belongs to some Hα,l.

Let us define the affine Weyl group W a to be the group generated by reflections
with respect to the hyperplanes Hα,l. It contains the Weyl group W of g which is
generated by reflections with respect to the hyperplanes Hα,0. Recall the following
standard facts (see e.g. [K1]).

Theorem 3.3.6. (i) W a is a Coxeter group generated by the simple reflections
si (i = 1, . . . , rankg) and the reflection s0 with respect to the hyperplane Hθ,1.

(ii) W a = W ⋉ κQ∨ where Q∨ is the coroot lattice embedded in h∗ using the
form 〈, 〉; κQ∨ acts on h∗ by translations.

(iii) A fundamental domain for the shifted action w.λ := w(λ+ ρ)− ρ of W on
h∗ is the Weyl chamber

C = {λ ∈ h∗ | (λ + ρ, α∨
i ) ≥ 0, (λ+ ρ, θ∨) ≤ κ}.(3.3.6)

For example, for g = sl2, h
∗ is a line and C is the closed interval [−1,κ − 1].

We will need a simple technical lemma.

Lemma 3.3.7. (i) Let f ∈ C [P ]±W beW invariant (respectively anti-invariant).
Then f(q2µ) is (anti)symmetric with respect to the action of W a on µ.

(ii) Conversely, if f(q2µ) = f(q2µ
′

) for all f ∈ C [P ]W then µ′ = w(µ) for some
w ∈ W a.

Proof. (i) The (anti)symmetry with respect to W is obvious. It suffices to
check that f(q2µ) is symmetric with respect to translations from κQ∨, i.e.,

f(q2(µ+κα∨)) = f(q2µ), α∨ ∈ Q∨.

This follows from the equation

eλ(q2(µ+κα∨)) = q2〈〈λ,µ〉〉q2κ〈〈µ,α∨〉〉

and the fact that 2κ〈〈µ, α∨〉〉 = 2κm〈µ, α∨〉 ∈ 2κmZ.
(ii) The proof of the converse statement is left to the reader as an exercise;

the crucial step is proving that certain matrices are non-singular. We will give an
example of a calculation of this sort later (see the proof of Theorem 3.3.20).
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Corollary 3.3.8. If we define “dimq Vλ” for all λ ∈ P as δ(q2(λ+ρ))/δ(q2ρ),
then it is W a-antisymmetric with respect to the shifted action on λ.

Proof. Follows from Lemma 3.3.7 and the fact that δ is a W -antisymmetric
element in C [P ] (see (3.3.4)).

Theorem 3.3.9. Let C = {λ ∈ P+ | (λ+ ρ, θ∨) < κ}. Then for λ ∈ C we
have dimq Vλ > 0 and Vλ is irreducible.

(In fact, one can describe exactly when Vλ is irreducible (see [APW]) but we will
not need it.)

Proof. The fact that dimq Vλ > 0 follows from Eq. (3.3.5). The irreducibility
of Vλ follows from the so-called “linkage principle” (in a weak form):

Vλ can have a subquotient with highest weight λ′ only if λ′ = w(λ)
for some w ∈W a.

To prove it, introduce operators Kν : V → V (where ν ∈ P+, V is any module) by
the picture

VVν

Since Kν is a morphism in the category C(g,κ), it commutes with the action of
Uq(g) on V . If vλ is a highest weight vector in V , it is easy to see that Kν(vλ) =

χν(q
2(λ+ρ))vλ. Indeed, let {vi} and {vi} be dual bases in Vν and V ∗

ν . Using
1.2.8(iii), 2.3.4 and 2.2.4, we compute:

Kν : vλ
i7→
∑

i

vλ ⊗ vi ⊗ vi

σ7→
∑

i

q〈〈λ,wt vi〉〉(vi + · · · )⊗ vλ ⊗ vi

σ7→
∑

i

q2〈〈λ,wt vi〉〉vλ ⊗ (vi + · · · )⊗ vi

δ7→
∑

i

q2〈〈λ+ρ,wt vi〉〉vλ ⊗ (vi + · · · )⊗ vi

e7→
(∑

i

q2〈〈λ+ρ,wt vi〉〉
)
vλ = χν(q

2(λ+ρ))vλ,

where “+ · · ·” denotes terms with lower weight than vi.
The operators Kν are central and act by constant on vλ, therefore for subquo-

tients we have

χν(q
2(λ+ρ)) = χν(q

2(λ′+ρ)).

Because all χν , ν ∈ P+, span C [P ]W , it follows from Lemma 3.3.7(ii) that λ′ = w(λ)
for some w ∈ W a.

This completes the proof of the theorem.



66 3. MODULAR TENSOR CATEGORIES

Note that C(g,κ) is a very complicated category; in particular, it is not semisim-
ple. We want to extract a semisimple part with simple objects Vλ, λ ∈ C. As an
indication that this is possible, we give without proof the following fact (see [AP]
and references therein).

Proposition 3.3.10. For λ, µ ∈ C we have

Vλ ⊗ Vµ ≃
(⊕

ν∈C

Nν
λµVν

)
⊕ Z

for some module Z with dimq Z = 0.

However, it is not possible to declare all modules of dimq = 0 to be 0. For
example, for g = sl2 we have dimq(Vκ−2 ⊕ Vκ) = 0, while both Vκ−2 and Vκ are
modules with non-zero q-dimension and Vκ−2 is simple.

The correct construction was found by Andersen and Paradowski [AP] and is
based on the use of an auxiliary category of tilting modules, which is interesting in
its own right.

Definition 3.3.11. A module T over Uq(g) is called tilting if both T and T ∗

have composition series with factors Vλ, λ ∈ P+. Let T be the full subcategory of
C(g,κ) consisting of all tilting modules.

Example 3.3.12. (i) If λ ∈ C then Vλ ≃ Vλ∗ for λ∗ = −w0(λ), where w0 is the
longest element in W . Therefore the module Vλ is tilting. However, for a general
λ ∈ P+, Vλ may not be tilting.

(ii) Let g = sl2, q = eπi/3, so [3] = 0. Consider the Weyl module V3 over Uqsl2.
We add two more vectors to it and extend the action of sl2 as shown in the figure
for the elements e and f (f is represented by solid lines and e by dashed ones).
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(The reader can define as an exercise the action of e(k), f (k) for k > 0.) We obtain

a module T =
∑5
i=0 C vi . It is easy to see that the vectors v0, v1, v2, v3 generate

a submodule isomorphic to V3 and the factor by it is isomorphic to V1. It can be
easily shown that T ∗ ≃ T , hence the module T is tilting. Note that T is not a
direct sum of V3 and V1.

The following important theorem was proved by Andersen and Paradowski (see
[AP] and references therein).

Theorem 3.3.13 ([AP]). (i) The category of tilting modules T is closed under
∗, ⊕, ⊗ and direct summands.

(ii) For every λ ∈ P+ there exists a unique indecomposable tilting module Tλ
such that its weight subspace (Tλ)

µ is 0 unless µ ≤ λ and (Tλ)
λ = C .
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(iii) For λ ∈ C we have Tλ = Vλ, while for λ 6∈ C we have dimq Tλ = 0. Hence
dimq T ≥ 0 for all T ∈ Ob T .

We will not give a proof of the theorem. We only note that, for example, it is
rather difficult to show that T is closed under ⊗.

Corollary 3.3.14. T is a ribbon category.

Note that T is not an abelian category since it is not closed under quotients.

Definition 3.3.15. A tilting module T is called negligible if trq f = 0 for any
f ∈ EndT . (In particular, dimq T = 0.)

Lemma 3.3.16. T is negligible iff T =
⊕

λ6∈C nλTλ for some nλ ∈ Z+.

Proof. Follows easily from Theorem 3.3.13. Indeed, it is enough to show
that Tλ is negligible iff λ 6∈ C. Since Tλ is indecomposable and dimC Tλ <
∞, every endomorphism f of Tλ in some homogeneous basis has the form f =
c id+upper triangular. Then trq f = c dimq Tλ.

Definition 3.3.17. A morphism f : T1 → T2 is called negligible if trq(fg) = 0
for all g : T2 → T1.

Note that if T1 or T2 is negligible then any morphism f : T1 → T2 is negligible.

Lemma 3.3.18. (i) If T is negligible, then so are T ∗, T ⊗ T ′ for any T ′, and
direct summands of T .

(ii) If f is negligible, then so are f∗, f ⊗ g, fg and gf for any g.

The proof being obvious is omitted.

Definition 3.3.19. Let Cint ≡ Cint(g,κ) (κ ∈ Z, κ ≥ h∨) be the category with
objects tilting modules and morphisms

HomCint(V,W ) = HomT (V,W )/negligible morphisms.

We list some properties of the category Cint ≡ Cint(g,κ):

1. T ∈ ObT is negligible iff it is isomorphic to 0 in Cint.
2. Cint is a ribbon category.
3. Any object V in Cint is isomorphic to

⊕
λ∈C nλVλ.

4. Cint is a semisimple abelian category and dimCint V > 0 if V 6≃ 0.

These properties show that Cint is the category we wanted. It is a semisimple ribbon
category with a finite number of simple objects. A natural question is whether this
category is modular. We will show that the answer is positive.

Theorem 3.3.20. Cint is a modular tensor category with simple objects Vλ (λ ∈
C),

sλµ = |P/κQ∨|−1/2 i|∆+|
∑

w∈W

(−1)l(w)q2〈〈w(λ+ρ),µ+ρ〉〉,(3.3.7)

tλµ = δλµq
〈〈λ,λ+2ρ〉〉,(3.3.8)

and

D =
√
|P/κQ∨|

∏

α∈∆+

(
2 sin(π〈α, ρ〉/κ)

)−1
,(3.3.9)

ζ = e2πic/24, c = (κ − h∨) dim g/κ.(3.3.10)
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Proof. The calculations in the proof of Theorem 3.3.9 and Eq. (3.1.5) give

s̃λµ = χµ(q
2(λ+ρ)) dimq Vλ =

1

δ(q2ρ)

∑

w∈W

(−1)l(w)q2〈〈w(λ+ρ),µ+ρ〉〉.

To show that det s̃ 6= 0, we will calculate the matrix s̃2. First note that if we
use the formula above to extend s̃λµ for λ, µ ∈ P , this extended matrix will be
antisymmetric with respect to the shifted action of the affine Weyl group W a:

s̃w.λ,µ = (−1)l(w)s̃λ,µ, w ∈ W a.(3.3.11)

In particular, s̃λµ = 0 when λ or µ are on the walls of C.
Since

∑
µ∈C s̃λµs̃µν is symmetric with respect to the shifted action of W a on

µ and C is the fundamental domain for the action of W a on P , we can replace the
range of summation with P/W a. Since W a ≃W ⋉ κQ∨, this sum equals

1

|W |
∑

µ∈P/κQ∨

s̃λµs̃µν

=
1

|W |
∑

w,w′∈W

∑

µ∈P/κQ∨

δ(q2ρ)−2(−1)l(w)+l(w′)q2〈〈µ+ρ,w(λ+ρ)+w′(ν+ρ)〉〉.

Now we need an obvious lemma.

Lemma 3.3.21.
∑

µ∈P/κQ∨

q2〈〈µ,a〉〉 =

{
0 for a 6∈ κQ∨,

|P/κQ∨| for a ∈ κQ∨.

Note that w(λ + ρ) + w′(ν + ρ) = w(λ + ρ)− w′w0(ν
∗ + ρ) ∈ κQ∨ iff λ+ ρ ∈

w−1w′w0(ν
∗ + ρ) + κQ∨ where w0 is the longest elment in W . But since both λ

and ν∗ are in C, which is a fundamental domain of W a, this is only possible if
λ+ ρ = ν∗ + ρ, w−1w′ = w0. Therefore

∑

µ∈C

s̃λµs̃µν =
|P/κQ∨|
δ(q2ρ)2

(−1)l(w0)δλ,ν∗ .

This number is non-zero, hence det s̃ 6= 0.
This also gives D since (s̃2)λν = D2δλ,ν∗ . Formula (3.3.8) for the twist follows

directly from Example 2.2.6. The rest of the proof is straightforward and is left to
the reader.

Example 3.3.22. When g = sl2, we have:

sλµ =

√
2

κ
sin

(
π
(λ+ 1)(µ+ 1)

κ

)
, 0 ≤ λ, µ ≤ κ − 2.

The arguments of Theorem 3.3.20 can be repeated for q = eπi/mκ, κ ∈ Q, but
in this case the matrix s̃ may be degenerate.

Note that the formulas for the matrices s, t coincide with the Kac–Peterson
formula [KP] for the modular transformations of characters of the affine Lie algebra
ĝ when q = eπi/mκ (their matrix T corresponds to the matrix t/ζ in our notations).
This fact will be explained later.

Finally, let us discuss the Verlinde algebra for Cint. Let V = K(Repf (g))⊗C be
the complexified Grothendieck ring of Repf (g); similarly, denote Vk = K(Cint)⊗C
(where, as before, κ = k + h∨).
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Proposition 3.3.23. The Verlinde algebra Vk is the quotient of V, namely,
Vk = V/Ik, where Ik ⊂ V is the linear span of 〈Vλ〉 − (−1)l(w)〈Vw.λ〉 for λ ∈
P+, w ∈W a, w.λ ∈ P+.

Proof. The construction given in Theorem 3.1.11 defines a surjective map
µ : V → Vk. It follows from Weyl character formula that Ik ⊂ kerµ. On the other
hand, it follows from Theorem 3.3.6(iii) that dimV/Ik = |C| = dimVk.

Exercise 3.3.24. (i) Show that for g = An, the ideal Ik is the linear span of
〈Vλ〉 for λ ∈ P+, (λ+ ρ, θ∨) = κ.

(ii) Show that for g = E8 this is not so.
(iii) Show that the fusion rules for Uq(sl2) for q = eπi/(k+2) are given by

〈Vm〉〈Vn〉 =
∑

l

N l
mn〈Vl〉,

where

N l
mn =

{
1 for |m− n| ≤ l ≤ m+ n, l ≤ 2k − (m+ n), l +m+ n ∈ 2Z,

0 otherwise

(cf. Example 2.1.10).
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CHAPTER 4

3-dimensional Topological Quantum Field Theory

In this chapter, following the ideas of [RT2] and [T], we will show that the
algebraic formalism of modular tensor categories is closely related with the topology
of 3-manifolds. In particular, we will show that every MTC gives rise to an invariant
of compact 3-manifolds. Historically, this was one of the main motivations for the
theory of modular tensor categories. We will quote without proofs several important
results about 3-manifolds which are used in this construction. The reader is referred
to an excellent introductory text [PS] and references therein for proofs and detailed
discussion.

In this chapter, by “manifold” we mean an oriented compact topological man-
ifold, possibly with boundary; by a “closed manifold” we will mean a manifold
without boundary. All maps between manifolds will be continuous and preserving
orientation, unless stated otherwise. By ≃ we denote homeomorphism of manifolds,
and by M we denote the manifold M with reversed orientation. Finally, for an ori-
ented manifold M we endow its boundary ∂M with an orientation in the standard
way: (v1, . . . , vk) is a positive reper for ∂M if (v1, . . . , vk, n) is a positive reper for
M , where n is the outward normal vector to ∂M .

4.1. Invariants of 3-manifolds

In this section we construct invariants of closed 3-manifolds. This construction
is based on the notion of surgery, which itself is a special case of the operation of
gluing, described in the lemma below.

Lemma 4.1.1. Let M1 and M2 be two manifolds of the same dimension. Let
N1 be a connected component of ∂M1, N2 a connected component of ∂M2 and
f : N1

∼−→ N2 be an orientation reversing homeomorphism.
(i) Define M1 ∪f M2 by

M1 ∪f M2 := (M1 ⊔M2)/{(x, y) | y = f(x), x ∈ N1}.
Then Mf ≡ M1 ∪f M2 is again a manifold. We will say that Mf is obtained by
gluing M1 and M2 using the identification f of their boundary components.

(ii) If f ′ = f ◦ ϕ for some ϕ : N1
∼−→ N1 which extends to M1

∼−→ M1, then
Mf ′ ≃Mf .

(iii) Mf depends only on the isotopy class of f , i.e., it does not change when
we continuously deform f .

Proof. Only (iii) is not immediately obvious. It follows from the next claim:

If f ′ ∼ f then one can write f ′ = f ◦ ϕ for some ϕ : M1
∼−→ M1 such that ϕ 6= id

only in a neighborhood of N1. Indeed, it suffices to prove this in the case where
M1 is the cylinder [0, 1]×N1, in which case it is obvious.

71
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Examples 4.1.2. Let T1 and T2 be two solid tori. The boundary of a solid
torus is a 2-dimensional torus which can be thought of as a rectangle with identified
opposite sides. The sides of the rectangle give two 1-cycles which form a basis in
homology (see Figure 4.1).

β

α

a

bb

a

Figure 4.1. A torus obtained by gluing opposite sides of a rectangle.

Below we will consider orientation reversing homeomorphisms f : T1
∼−→ T2 as

acting on the corresponding rectangles. We will consider two examples.
(i) f identifies a′1 with a′2, a

′′
1 with a′′2 , b

′
1 with b′′2 and b′′1 with b′2, i.e., it is a

reflection in the vertical line:
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Then Mf = T1 ∪f T2 ≃ S2 × S1. Indeed, Mf has a well-defined projection on
the circle β which is a common parallel of both tori (on the figure above, β is
represented by any of the intervals b1, . . . , b

′′
2). The fiber of this projection is S2,

obtained by gluing two copies of a disk along the boundary. Finally, it can be shown
that this is indeed a direct product.

(ii) f identifies a′1 with b′2, a
′′
1 with b′′2 , b

′
1 with a′2 and b′′1 with a′′2 , i.e., it is a

reflection in the diagonal:

f

f

f
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Then we claim that T1 ∪f T2 ≃ S3. The easiest way to visualize this is to note that
the complement of a solid torus in S3 = R3 ∪∞ is again a solid torus. Hence S3 is
a union of two solid tori with boundaries identified by the map f .

In general, the spaces T1 ∪f T2 obtained by gluing two solid tori are called lens
spaces, see e.g. [PS]. Since such a lens space is defined by the isotopy class of f , it is
natural to study the group of isotopy classes of homeomorphisms of a 2-dimensional
torus.

Theorem 4.1.3. Let T0 be a solid torus. Fix a standard basis α, β of H1(∂T0,Z),
as shown in Figure 4.1. (Given a solid torus T0, α is defined uniquely up to a sign,
but β is not.) Then:

(i) For a map f : ∂T0 → ∂T0, denote by f∗ its action in H1(∂T0,Z)≃ Z 2. Then
f 7→ f∗ is an isomorphism of the group Γ1,0 of isotopy classes of homeomorphisms

∂T0
∼−→ ∂T0 with SL2(Z). 1

(ii) The homeomorphisms of ∂T0 corresponding to the matrices

(
−1 0
0 −1

)
and

(
1 k
0 1

)
from SL2(Z) (k ∈ Z) can be extended to the whole T 0.

Proof. (i) For every f , the induced automorphism f∗ of H1(∂T0,Z) preserves
the intersection form. Hence the matrix of f∗ in the basis α, β belongs to SL2(Z).
Surjectivity of this map is obvious if we write ∂T0 = R2/Z2 and note that SL2(Z)
acts on R2 ; injectivity can be proved by standard topological arguments, see details
in [PS].

(ii) The homeomorphism of T0 that extends the transformation

(
1 k
0 1

)
is the

so-called Dehn twist : cut the solid torus T0 along the disk with boundary α, twist
it k times and glue it back (see Figure 4.2 for k = 1).

β

α →

β

α

Figure 4.2. Dehn twist.

Let us also remind the following standard fact:

Theorem 4.1.4. The group SL2(Z) is generated by the elements

s =

(
0 −1
1 0

)
, t =

(
1 1
0 1

)
,

with the defining relations s4 = 1, (st)3 = s2.

1The notation Γ1,0 is chosen because later we will introduce more general groups Γg,n,

corresponding to surfaces of genus g with n boundary components.
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Let us restrict our attention to 3-manifolds. In this case, there are two classical
constructions allowing to get any manifold by gluing of simpler pieces: Heegaard
splitting and surgery along links. The approach of this chapter is based on surgery;
the Heegaard splitting will be discussed later.

Definition 4.1.5. Let L be a link in S3. Denote by Ti some small tubular
neighborhood of the i-th component of L. Each Ti is a solid torus. Let T0 be a
fixed standard solid torus. Suppose we are given (orientation preserving) homeo-

morphisms fi : ∂Ti
∼−→ ∂T0. Define a new 3-manifold ML,f , called a surgery of S3

along the link L, by the formula

ML,f :=
(
S3 \ (∪iT int

i )
)
∪fi (T0)N ,(4.1.1)

where N is the number of components of L and “int” denotes interior.
In other words, we are cutting from S3 a number of solid tori (possibly linked)

and pasting instead new solid tori, but possibly in some twisted way.

Theorem 4.1.6. Any connected closed 3-manifold can be obtained as a surgery
of S3 along a link.

Note that the definition above requires that we specify not only the link but
also the attachment maps fi. Our next observation is that there is a canonical
way to construct fi if the link is framed (= ribbon). Let L be a framed link in
S3 which is directed, i.e., each component of L has an arrow. Let Ti be a tubular
neighborhood of the ith component, as before. Then the link L determines cycles
αi, βi in ∂Ti. Instead of giving the formal definition, we draw a picture — see
Figure 4.3, where the cycle βi winds the same way as the ith component of L.

β

α

i

i

Figure 4.3. A ribbon link and the corresponding cycles αi, βi in
its tubular neighborhood.

Let fi : ∂Ti
∼−→ ∂T0 be the homeomorphism which sends the cycle αi to −β and

βi to α. (By Theorem 4.1.3, such fi exists and is unique up to isotopy.)

Definition 4.1.7. Let L be a directed framed link in S3. Then we define
ML =ML,fi to be the surgery of S3 along the link L with the attachment maps fi
described above.

Lemma 4.1.8. ML does not depend on the choice of directions of the compo-
nents of L.

Proof. Follows from the fact that α 7→ −α, β 7→ −β can be extended to the
whole T0 (see Theorem 4.1.3(ii)).
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This construction gives a 3-manifold ML for any framed link L in S3.

Theorem 4.1.9. Any connected compact oriented 3-manifoldM without bound-
ary can be obtained as ML for some framed link L in S3.

Examples 4.1.10. (i) When L = ∅ is the empty link, then M = S3.
(ii) Let L = © (no twisting). Then, by Example 4.1.2(ii), S3 \ T1 = T2 is a

solid torus. Then gluing T0 and T2 we obtainML = S2×S1 as in Example 4.1.2(i).

(iii) When L = ©1 = (framing 1), then ML = S3. This is by no means

obvious; we leave it as an exercise to the reader to deduce it from Example 4.1.2(ii)
and Theorem 4.1.3(ii).

The next question is when two different links L and L′ in S3 give the same
3-manifold. The answer (highly non-trivial) was found by Kirby. We present it
here in a form due to Fenn and Rourke (see [PS] and references therein).

Theorem 4.1.11 (Kirby calculus). ML ≃ML′ iff L′ can be obtained from L by
a sequence of Kirby–Fenn–Rourke moves shown in Figure 4.4 below and the same
with overcrossing and undercrossing interchanged. (The number of strands can be
arbitrary, including zero.)

Figure 4.4. Kirby–Fenn–Rourke moves.

The proof of this theorem is quite difficult and will not be given here.

Theorem 4.1.12 (Reshetikhin–Turaev [RT2]). Let C be a MTC and L be a
framed link in R3 ⊂ S3. Define the number τ(ML) by the formula

τ(ML) := D−|L|−1F−1(L)

(
p+

p−

)σ(L)/2
,(4.1.2)

where |L| is the number of components of L, D is from (3.1.15), p± from (3.1.7),
σ(L) is the so-called wreath number of L (see [RT2] for its definition), and F−1(L)
is the Reshetikhin–Turaev invariant of the link L from Theorem 2.3.11 (we use the
convention (3.1.4): we take sum over all possible labelings of uncolored strands,
with labeling Vi taken with weight di).

Then τ(ML) is an invariant of the 3-manifold ML, i.e., it does not depend on
the link L:

τ(ML) = τ(ML′) if ML ≃ML′.

This invariant can be defined for an arbitrary 3-manifold M and is called
Reshetikhin–Turaev invariant .
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Proof. If we assume that p+/p− = 1, then the proof immediately follows from
Lemma 3.1.5. The general case is not much more difficult; we refer the reader to
the original papers for details.

Examples 4.1.13. (i) τ(S3) = D−1, cf. 4.1.10(i).
(ii) τ(S2 × S1) = τ(M©) = F−1(©)D−2 = 1, cf. 4.1.10(ii) and (3.1.20).

Remark 4.1.14. One easily sees that if L1, L2 are two links in R3 which are
not linked with each other (i.e., they can be separated by a plane), then ML1⊔L2 =
ML1#ML2 , where we denote by # the connected sum. Thus, RT invariants satisfy
the following multiplicativity property:

τ(M1#M2) = D τ(M1)τ(M2).(4.1.3)

Reshetikhin–Turaev invariants can be generalized to manifolds with ribbon
links inside. Let us assume that we have a partially C-colored ribbon link in R3

which is presented as a union Ω ⊔ L; here Ω is a C-colored ribbon link (which may
contain coupons), and L is an uncolored framed link without coupons. Performing
surgery along L, we get the manifold ML with a ribbon link ΩL inside. Then
Theorem 4.1.11 can be generalized to this situation as follows.

Theorem 4.1.15 (Reshetikhin–Turaev [RT2]). (i) Any connected closed 3-ma-
nifold M with a ribbon link Ω inside can be obtained as (ML,ΩL).

(ii) (ML,ΩL) ≃ (ML′ ,Ω′
L′) iff the link Ω′ ∪L′ can be obtained from Ω∪L by a

sequence of Kirby–Fenn–Rourke moves, where the annulus in Figure 4.4 is a part
of L.

Theorem 4.1.16 (Reshetikhin–Turaev [RT2]). Let C be a MTC and let Ω∪L
be a partially colored framed link as above. Then

τC(ML,ΩL) := D−|L|−1F−1(L ∪ Ω)

(
p+

p−

)σ(L)/2
(4.1.4)

is an invariant, i.e., depends only on (ML,ΩL).

The proof is similar to the proof of the previous theorem. The explicit compu-
tation of Reshetikhin–Turaev invariants is not difficult for lens spaces (cf. 4.1.2(iii))
but in general is very complicated.

One may wonder is there a reason why MTCs give invariants of 3-manifolds.
The reason is that MTCs give 3-dimensional Topological Quantum Field Theories.

4.2. Topological Quantum Field Theory

In this section, we introduce the second main hero of our lectures—topological
quantum field theory (TQFT). (The first hero was the modular tensor category.)
This notion was introduced in [W1], [At] and studied extensively in many papers,
such as [Q]. As before, “manifold” = “compact topological oriented manifold with
boundary”. We also fix a base field k of characteristic zero; all vector spaces
considered in this chapter will be vector spaces over k.

Definition 4.2.1. A (d + 1)-dimensional Topological Quantum Field Theory
(d+ 1 D TQFT) is the following collection of data:

(a) To any d-manifold N without boundary assigned a finite dimensional vector
space τ(N).
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(b) To any (d + 1)-manifold M (possibly with boundary) assigned a vector
τ(M) in the vector space τ(∂M).

(c) To any homeomorphism of d-manifolds f : N
∼−→ N ′ assigned an isomor-

phism of vector spaces f∗ : τ(N)
∼−→ τ(N ′).

(d) Functorial isomorphisms

τ(N )
∼−→ τ(N)∗,(4.2.1)

τ(∅) ∼−→ k,(4.2.2)

τ(N1 ⊔N2)
∼−→ τ(N1)⊗ τ(N2),(4.2.3)

where N is the manifold N with the opposite orientation, which are compatible
in an obvious sense with each other and with the commutativity, associativity and
unit morphisms.

These data are required to satisfy the following axioms:
(i) Functoriality. If f : M

∼−→M ′ is a homeomorphism of (d+1)-manifolds then
(f |∂M )∗(τ(M)) = τ(M ′).

(ii) Gluing axiom. Let M be a (d + 1)-manifold, ∂M = N1 ⊔ N2 ⊔ N3, and

f : N1
∼−→ N2 be a homeomorphism. Let M ′ = M/f be the (d + 1)-manifold

obtained from M by identifying N1 with N2 using f , i.e., by gluing N1 to N2.
Then τ(M ′) is equal to the image of τ(M) via the map τ(N1)⊗ τ(N2)⊗ τ(N3) →
τ(N2)

∗ ⊗ τ(N2)⊗ τ(N3) → τ(N3).
(iii) Normalization axiom. Let I be an interval and N be a d-manifold. Then

∂(I × N) = N ⊔ N and we require that τ(I × N) equals the image of idτ(N) in

τ(N)⊗ τ(N) ≃ τ(N)∗ ⊗ τ(N).
(iv) Normalization axiom. τ(Sd) = k and τ(Bd+1) = 1 ∈ k, where Bd+1 is the

unit ball in Rd+1 , and Sd = ∂Bd+1 is the d-sphere.
This completes the definition.

Remark 4.2.2. For a more pedantic reader, we list here all the compatibility
conditions mentioned in part (d) above. Functoriality of the morphisms (4.2.1)–
(4.2.3) means that

(f ⊔ g)∗ = f∗ ⊗ g∗, f∗ = (f−1
∗ )∗,

where for f : N1
∼−→ N2 we denote by f the same map considered as a homeomor-

phism N1
∼−→ N2, and for a map of vector spaces ϕ : V1 → V2 we denote by ϕ∗ the

adjoint map ϕ∗ : V ∗
2 → V ∗

1 .
The compatibility conditions are as follows: to the canonical homeomorphisms

N ⊔ ∅ ∼−→ N,

N1 ⊔N2
∼−→ N2 ⊔N1,

(N1 ⊔N2) ⊔N3
∼−→ N1 ⊔ (N2 ⊔N3)

are assigned the usual isomorphisms of vector spaces

τ(N)⊗ k
∼−→ τ(N),

τ(N1)⊗ τ(N2)
∼−→ τ(N2)⊗ τ(N1),

(τ(N1)⊗ τ(N2))⊗ τ(N3)
∼−→ τ(N1)⊗ (τ(N2)⊗ τ(N3)).
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Also, to the canonical homeomorphisms

∅ ∼−→ ∅, N1 ⊔N2
∼−→ N1 ⊔N2

are assigned the usual isomorphisms

k∗
∼−→ k, (τ(N1)⊗ τ(N2))

∗ ∼−→ τ(N1)
∗ ⊗ τ(N2)

∗.

This completes the list of compatibility conditions.

The axioms of TQFT show in particular that for every (d + 1)-dimensional
manifold M without boundary, the number τ(M) ∈ τ(∅) = k is a topological
invariant of M . However, not every invariant can be extended to a TQFT (see [T],
[Fu]).

Note that, if M is a (d + 1)-manifold with ∂M = N1 ⊔ N2, then τ(M) ∈
τ(N1)

∗ ⊗ τ(N2) ≃ Homk(τ(N1), τ(N2)). The gluing axiom says that gluing of two
such manifolds M gives rise to multiplying the corresponding operators.

Another example: M = S1 ×N is obtained by gluing the bases of the cylinder
I × N and it is easy to see that τ(S1 × N) = tr τ(I × N) = dim τ(N). Compare
this with (2.3.12):

N

N

Next, we have the following important result.

Theorem 4.2.3. In any TQFT, we have:
(i) (fg)∗ = f∗g∗, id∗ = id.

(ii) For f : N1
∼−→ N2 the isomorphism f∗ : τ(N1)

∼−→ τ(N2) depends only on
the isotopy class of f .

Proof. For a homeomorphism f : N1
∼−→ N2, let Mf be a cylinder N1 × I

with boundary ∂Mf identified with N1 ⊔ N2 using f . Then it follows from the
normalization axiom that τ(Mf ) = f∗ : τ(N1) → τ(N2). To prove (i), it suffices to
notice that the cylinder Mfg is homeomorphic to the cylinder obtained by gluing
Mf with Mg. To prove (ii), note that if f is isotopic to identity then Mf is
homeomorphic to the trivial cylinderMid = N1×I; thus, by functoriality, τ(Mf ) =
id. We leave the details to the reader.

Corollary 4.2.4. For every d-manifold N , a TQFT gives a representation of
the group of isotopy classes of homeomorphisms f : N

∼−→ N in the space τ(N).

This group is called the mapping class group. We will return to this observation
later.

4.3. 1+1 dimensional TQFT

In this section, we consider a toy model of a TQFT: a (1+1) D TQFT. This
case is rather trivial; however, the understanding of this example will be crucial for
some of our future constructions.



4.3. 1+1 DIMENSIONAL TQFT 79

Theorem 4.3.1. 1+1 D TQFTs are in one-to-one correspondence with finite
dimensional Frobenius algebras, i.e., commutative associative algebras A with unit
and with a linear map tr : A→ k such that the bilinear form tr(ab) is non-degenerate.

Proof. 1. Every 1+1 D TQFT gives a Frobenius algebra.
There is only one 1-dimensional connected closed manifold: the circle S1 and S1 =
S1. Let A be the vector space τ(S1):

A = τ(©).

The disk D1 has a boundary ∂D1 = S1, hence it gives a vector τ(D1) ∈ A which
we denote by 1. Since τ(∅) := k, we can consider τ(D1) as a map from k to A
giving the unit:
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1: k A

On the other hand, since S1 = S1, we can also write ∂D1 = S1 ⊔ ∅ which gives a
map tr : A→ k:
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tr: A k

The pair of pants (also called a trinion) gives a map A ⊗ A → A which is the
multiplication a⊗ b 7→ ab:

AAA

Now the commutativity of multiplication follows from the fact that the flipping of
the legs is a homeomorphism:

=

1 12 2

Similarly, associativity follows from the picture

=
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and the gluing axiom. The unit property of 1 is a consequence of the gluing and
normalization axioms:
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Similarly, the non-degeneracy of the bilinear form tr(ab) follows from
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This shows that A is a Frobenius algebra.
2. Every Frobenius algebra gives a 1+1 D TQFT.

Let A be a Frobenius algebra. To the circle S1 we assign τ(S1) := A and to a
disjoint union of circles a tensor product of A with itself: τ(S1 ⊔ · · · ⊔ S1

︸ ︷︷ ︸
n

) := A⊗n.

For f : S1 ∼−→ S1 we let f∗ = id and for g : S1 ∼−→ S1 let g∗ be the isomorphism
A

∼−→ A∗ given by the non-degenerate bilinear form tr(ab).
It is clear how to define τ(disk) ∈ A, τ(cylinder) ∈ A∗ ⊗ A and τ(trinion) ∈

A∗ ⊗ A∗ ⊗ A. The next lemma allows to extend this to any 2-manifold using the
gluing axiom. Let us say that a cutting of a 2-dimensional manifold Σ is a finite
collection of simple non-intersecting curves on Σ, which are not allowed to intersect
with the boundary. Equivalently, we will say that these curves cut the manifold
into a union of “pieces”, i.e., the connected components of the complement to the
curves.

Lemma 4.3.2. Every 2-manifold with a boundary can be cut into a union of:

(a) disks
������
������
������

������
������
������

(b) cylinders

(c) trinions

However, a 2-manifold M can be cut in several different ways. To check that
τ(M) is well-defined, we need the next result.

Lemma 4.3.3 ([HT]). Any two ways to cut a 2-manifold M into disks, cylin-
ders and trinions can be related by isotopy of M and a sequence of “simple moves”:
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=(i)
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=(ii)

=(iii)

=(iv)

It is easy to check that τ gives the same result on both sides of (i–iv), therefore
it is well defined on any 2-manifold M . For example, both sides of (iv) correspond
to the vector

∑
i viv

i ∈ A where {vi} and {vi} are dual bases in A with respect to
the bilinear form tr(ab).

This completes the proof of the theorem.

Remark 4.3.4. Note that every Frobenius algebra is also a coalgebra: one can
define comultiplication ∆: A → A ⊗ A as the adjoint of the multiplication with
respect to the bilinear form tr(ab). However, the relation between comultiplication
and multiplication in a Frobenius algebra is different than in a Hopf algebra: instead
of ∆(ab) = ∆(a)∆(b), one has

∆(ab) = (a⊗ 1)∆(b) = (1⊗ b)∆(a).

Example 4.3.5. Let X be a finite set, A = F(X) the algebra of k-valued
functions on X (with respect to multiplication), and tr : A → k given by tr(f) =∑
x∈X f(x). This obviously is a Frobenius algebra. Moreover, one easily sees that

in this case the comultiplication is given by ∆(δx) = δx ⊗ δx (where δx is the
delta function at x: δx(y) = δx=y), and for a connected surface with n boundary
components, independent of genus, one has

τ(Σ) = ∆n−1(1) =
∑

x∈X

δx ⊗ · · · ⊗ δx.

4.4. 3D TQFT from MTC

In this section we will show that every modular tensor category gives rise to a
3D TQFT, which generalizes the invariant of 3-manifolds without boundary con-
structed in Section 4.1. These ideas were first suggested by Witten [W2] (for the
modular category arising from representations of Uq(sl2) at roots of unity). Our
exposition is based on the construction in [T], with some modifications.
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Before giving the precise definitions, let us note that we could have replaced
in the definition of a TQFT topological manifolds by, say, smooth manifolds, or by
manifolds with some additional structure. The only things we need are the notions
of boundary, orientation reversing, gluing, and disjoint unions. One can formalize
the requirements, but it is hardly necessary. Note that in dimensions 2 and 3
smooth and topological theories are equivalent: every topological manifold can be
endowed with a smooth structure, and any two smooth structures are equivalent.
Therefore, in this section we will not distinguish between smooth and topological
structures.

In this section, we will construct an “extended” TQFT in the sense that we will
consider manifolds with some additional structure. Let C be an abelian category.

Definition 4.4.1. (i) A C-marked surface is an oriented compact surface Σ
with a finite number of points p1, . . . , pm on it, and the following data attached
to every point pi: a non-zero tangent vector vi, an object Wi ∈ ObC and a sign
εi = ±.

We define a change of orientation of a C-marked surface Σ to be the surface Σ
with the same data as Σ but with εi, vi replaced by −εi,−vi.

(ii) A C-marked 3-manifold is a pair (M,T ), whereM is an oriented 3-manifold
with a boundary and T is a partially C-colored ribbon tangle in M such that the
only uncolored components are annuli, and the colored components may end on

the boundary of M . Orientation reversal is defined by (M,T ) = (M,T ), where, as
usual, M is M with reversed orientation, and T is T with reversed directions of all
strands.

For a C-marked 3-manifold M we will denote by ∂M its topological boundary
provided with the following structure of a C-marked surface (see Figure 4.5 below):

— the points pi are the ends of the ribbon tangle T ,
— Wi is the color of the corresponding strand of T ,
— the sign εi is + if the tangle goes outward and εi = − if the tangle goes

inward,
— the tangent vector vi at the point pi is determined (up to a positive real

factor) by the condition that it is tangent to the base of T , and the direction
is chosen so that the reper (ni, vi) has positive orientation (with respect ot the
orientation in ∂M), where ni is the unit normal vector to the ribbon (on the “face
side”).
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Figure 4.5. A C-marked 3-manifold.

It is clear that ∂M = ∂M , and M = M . With this extended notions of 3-
manifolds, boundaries, etc., one can also define the notion of 3D TQFT. We will
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call such TQFT’s “C-extended”, or for brevity, simply “extended” when there is no
ambiguity.

Remark 4.4.2. Instead of considering manifolds with ribbon tangles inside,
we could have considered manifolds with tubular neighborhoods of these tangles
removed, and a certain framing and coloring of these tubes. Such a manifold is not
even a manifold with a boundary, but a manifold with corners. For this reason,
extended TQFT’s are sometimes called “TQFT’s with corners”.

Theorem 4.4.3 (Turaev [T]). To any MTC C such that p+/p− = 1 one can
associate a C-extended 3D TQFT which generalizes the Reshetikhin–Turaev invari-
ants τ(M,Ω) of closed 3-manifolds defined in Section 4.1.

Remark 4.4.4. It was shown in [Fu] that every complex-valued invariant of
closed 3-manifolds satisfying the multiplicativity τ(M1#M2) = τ(M1)τ(M2) and

reality τ(M) = τ(M) properties can be obtained from some (non-extended) TQFT,
which is essentially uniquely defined by this invariant. Since Reshetikhin–Turaev
invariants, up to a constant, satisfy the multiplicativity property (see (4.1.3)), it is
not surprising that they come from some TQFT. The problem is to construct this
TQFT explicitly.

The remaining part of this section is devoted to the construction of the TQFT,
and thus, the proof of Theorem 4.4.3. The main idea of the proof is to reduce
everything to manifolds without boundary (but with some kind of a ribbon link
inside) and then use the results of Section 4.1.

Step 1. Parameterized manifolds.
Let us start with constructing some supply of “standard” C-marked surfaces.

Let us call a type t a finite sequence of the form

t = ((W1, ε1), (W2, ε2), H, (W3, ε3), H, . . . )(4.4.1)

where Wi are objects of C, εi = ±, and H is some formal symbol. We will denote
by g = g(t) the number of occurrences of H .

For every type t as above, we define some “standard” C-marked surface Σt. First
of all, let us define the “standard sphere” to be S2 = {(x, y, z) ∈ R3 | x2+y2+z2 =
1}, which we consider as the boundary of the unit ball in R3 . We will also use
the “equator” of this sphere, which we define to be the circle given by equation
y = 0 (see Figure 4.6). The clockwise direction (in the xz-plane) of this circle will
be referred to as the positive direction. Equivalently, one can view the standard
sphere as S2 = CP1 , with the equator being the completed real axis, and the
positive direction given by the positive direction on the real axis. We will always
identify these two realizations by stereographic projection, so that the the south
pole (0, 0,−1) ∈ R3 is identified with ∞ ∈ CP1 .

Now, given a type t, we construct Σt as follows. Let us take the standard
sphere. Choose points p1 < · · · < pn on the equator (n is the number of terms in
t). For every term (Wi, εi) of t, assign to the corresponding point the object Wi,
the sign εi, and the vector vi which goes along the positive direction of the equator.
For every occurrence of H , glue a handle to the corresponding pi. This gives a
C-marked surface Σt which is defined uniquely up to a unique homeomorphism.

More formally, Σt can be defined as follows. Define for every t the ribbon tangle
Tt which consists of:

(a) One (uncolored) coupon (placed in the bottom of Tt).
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8

x

z

0

y

Figure 4.6. Standard sphere.

(b) A strand of color W for each occurrence of (W, ε), which connects the
coupon with the top of the tangle. This strand is directed upward if ε = + and
downward if ε = −.

(c) An arc (uncolored and non-directed) for each occurrence of H .
Define the handlebodyMt as a neighborhood of the coupon and arcs of Tt in R3 , and
let Σt = ∂Mt. One easily sees that this defines Σt uniquely up to a homeomorphism,
and the homeomorphism is unique up to isotopy.

For example, for t = ((W1,+), H, (W2,−)), the tangle Tt and the surface Σt
are shown in Figure 4.7 below (for technical resons, the tangent vectors vi are not
shown in the figure).

W1 W2

W
1

+ W
2

-

Figure 4.7. The tangle Tt and the surface Σt.

Note that some of the surfaces Σt are homeomorphic. What is more important
is that every C-marked surface is (not canonically) isomorphic to at least one of Σt.

For a type t, we define t to be obtained by reversing the order of terms in the
sequence and replacing every εi by −εi. For example, for t = ((W1,+), H, (W2,−)),
we have t = ((W2,+), H, (W1,−)). Then we have a canonical homeomorphism

revt : Σt
∼−→ Σt given by reflection in the vertical plane x = 0, and revt ◦ revt = id.

In order to construct a TQFT, we will construct first an auxiliary TQFT with
“parameterized manifolds”. The 2-manifolds in this TQFT will be C-marked sur-
faces Σ together with a parameterization ϕ, i.e., an isomorphism

ϕ : Σ
∼−→ Σt1 ⊔ · · · ⊔ Σtl .(4.4.2)

Homeomorphisms are homeomorphisms preserving these parameterizations (which
essentially kills all non-trivial homeomorphisms: the only automorphisms of a pa-
rameterized surface are permutations of components of the same type). The param-
eterized 3-manifolds will be C-marked 3-manifolds equipped with parameterizations
of their boundaries.
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We claim that if we construct a TQFT for the parameterized manifolds then we
automatically get a TQFT for non-parameterized manifolds. Indeed, let us assume
that we have constructed a “parameterized” TQFT; in particular, for every pair
(Σ, ϕ), where Σ is a C-marked surface and ϕ is a homeomorphism Σ

∼−→ Σt, we

have a vector space τ(Σ, ϕ). Let f be a homeomorphism f : Σt
∼−→ Σt. Consider

the cylinder M = Σ × [0, 1] with the parameterization of its boundary chosen as
follows:

∂M = Σ ⊔ Σ
ϕ⊔(f◦ϕ)−−−−−→ Σt ⊔ Σt.

This gives us an operator

f∗ = τ(M) : τ(Σ, ϕ)
∼−→ τ(Σ, f ◦ ϕ)

and it follows from the gluing axiom that (fg)∗ = f∗g∗, id∗ = id (compare with the
proof of Theorem 4.2.3). Taking tensor product, we can define f∗ for a homeomor-
phism of disjoint union of Σt’s.

This allows us to construct canonical isomorphisms fϕ,ψ : τ(Σ, ψ)
∼−→ τ(Σ, ϕ),

which satisfy the compatibility condition fϕ1,ϕ2fϕ2,ϕ3 = fϕ1,ϕ3 . In this case, we
can identify all these spaces with each other, thus forming a space τ(Σ) which
is canonically isomorphic to each of τ(Σ, ϕ) (compare with the construction in
Definition 1.1.11).

Now let M be a C-marked 3-manifold. Choose a parameterization ϕ of its
boundary Σ = ∂M (see (4.4.2)). Then τ(M,ϕ) is a vector in the vector space
τ(∂M,ϕ). Identifying τ(Σ) = τ(Σ, ϕ), we get a vector τ(M) ∈ τ(Σ); it is easy to
see that this vector does not depend on the choice of ϕ.

It is straightforward to check all the axioms of a 3D TQFT. Thus, from every
“parameterized” TQFT one can automatically construct a “non-parameterized”
TQFT.

Step 2. Reducing to closed manifolds.
Now we are going to construct a TQFT based on parameterized manifolds. Let

us start by defining the spaces τ(Σt) ≡ τ(Σt, id). For t given by (4.4.1), let

Wt =W ε1
1 ⊗W ε2

2 ⊗H ⊗W ε3
3 ⊗H ⊗ · · · ,(4.4.3)

where W ε = W if ε = + and W ∗ if ε = −, and as before, H =
⊕

i∈I Vi ⊗ V ∗
i —see

(2.4.9). Then we define

τ(Σt) := HomC(1,Wt) =: 〈Wt〉,(4.4.4)

For a C-marked surface Σ along with a parameterization Σ
∼−→ Σt1 ⊔ · · · ⊔ Σtl , we

let τ(Σ) = τ(Σt1 )⊗ · · · ⊗ τ(Σtl).

Next, let us construct an isomorphism τ(Σt)
∗ ∼−→ τ(Σt). Let ϕ : 1 → Wt,

ψ : 1 → Wt. Define (ϕ, ψ) ∈ k by

(ϕ, ψ) = D−g(1
ϕ⊗ψ−−−→Wt ⊗Wt

et−→ 1)(4.4.5)

where et is the tensor product of the evaluation maps W εi
i ⊗ W−εi

i → 1 and
renormalized evaluation maps eH(η ⊗ id) : H ⊗H → 1. Here eH is the evaluation

map induced by the identification H
∼−→ H∗ (see (2.4.9)), and η|Vi⊗V ∗

i
= d−1

i id. As
before, we denote by di the (quantum) dimension of Vi, and D is given by (3.1.15).

One easily checks that the pairing (4.4.5) is nondegenerate and symmetric.

Thus, we have identifications τ(Σt)
∼−→ τ(Σt)

∗. We extend them to disjoint unions
of Σt in an obvious way.
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Now, let us construct for every parameterized C-marked 3-manifoldM a vector
τ(M) ∈ τ(∂M). The main idea is, of course, to reduce everything to invariants of
closed manifolds. This can be done as follows.

Let us define a special link to be a ribbon link X (which may contain coupons),
with some of the strands and coupons colored by objects, respectively, morphisms
from C and such that the following condition holds:

— any uncolored strand is either an annulus, or has both ends at the same
uncolored coupon, in which case these ends are next to each other,

— all uncolored coupons are of the form Tt.
Examples of special links can be found in the next section.

Let X be a special link, with uncolored coupons of types t1, . . . , tk. Define

its Reshetikhin–Turaev invariant F−1(X) ∈ (
⊗k

i=1〈Wti〉)∗ as follows. For any
collection ϕi ∈ 〈Wti〉, let us denote by T (ϕ1, . . . , ϕk) the ribbon link obtained by
coloring each uncolored coupon by the corresponding ϕ. Then we write

F−1(X)(ϕ1, . . . , ϕk) =
∑

c

dcF
−1(T (ϕ1, . . . , ϕk)),

where the sum is taken over all colorings c of uncolored strands c : U → I, and
dc =

∏
u∈U dc(u) where U is the set of all uncolored strands. This generalizes the

conventions of Chapter 3.
The crucial observation is that every connected C-marked parameterized 3-

manifoldM can be obtained from S3 by a surgery along some special link X . More
precisely, let X be a special link in R3 ⊂ S3, with uncolored coupons of types
t1, . . . , tk. Each such coupon determines an embedding of the standard handlebody
Mt, defined in Step 1, into R3 . Define

MX =ML \
⋃
Mti ,

where L is the ribbon link formed by all uncolored annuli of X . In other words, we
first do surgery along all uncolored annuli and then remove from the obtained closed
manifold neighborhoods of uncolored coupons. This gives a C-marked manifold with
boundary which is canonically identified with ⊔Σti .

We let τ(MX) = F−1(X) ∈ (
⊗〈Wti〉)∗ ≃ ⊗〈Wti

〉, where we use the pairing
(4.4.5) to identify 〈Wt〉 ≃ 〈Wt〉∗. Theorem 4.1.15 implies that this is well-defined.
This completes the definition of the TQFT based on parameterized C-marked 3-
manifolds. All the compatibility conditions are easy to prove and are left to the
reader (or can be found in [T]); functoriality is also obvious. Therefore, we have to
prove the gluing and the normalization axioms.

Step 3. Proving the gluing axiom.
Now, let us prove the gluing axiom, assuming that p+/p− = 1. Looking at

the definitions, we see that it is equivalent to the following statement: if X is a
special link which contains two uncolored coupons T, T ′ of types t, t respectively,
andX ′ = ⊔T,T ′(X) is the link obtained fromX by “canceling” these two coupons as
shown in Figure 4.8 below, thenMX =MX′ . This statement is of purely topological
nature, and we omit its proof.

Finally, the proof of the normalization axiom will be given in the next section,
along with other examples. This completes the proof of Theorem 4.4.3.

In the case where p+/p− 6= 1, the theorem above is incorrect as stated. For
example, the gluing axiom holds only up to a multiplicative factor, and instead of
the action of the mapping class group in τ(Σ), one would get a projective action.



4.5. EXAMPLES 87

Figure 4.8. “Canceling” of two coupons.

(In the physics language, this is referred to as “anomalies”, so for p+/p− 6= 1, we
get a TQFT with anomalies.) As in the case of a projective representation of a
group, it is possible to get rid of these factors (anomalies) by a suitable “central
extension” of the TQFT. We will discuss this generalization later (see Section 5.7).

4.5. Examples

In this section we give several examples of the calculation of the vector spaces
and operators for the TQFT defined in the previous section. As before, we fix a
MTC C.

First of all, let us get some working experience with special links.

Example 4.5.1. Let T be a ribbon tangle, in which all the strands are C-
colored except for some annuli (such tangles were discussed in Chapter 3). Such
a tangle defines two types ttop, tbot and a linear map F−1(T ) : Wtbot

→ Wttop (see
Theorem 2.3.9).

Let us form a special link X by adding to T two uncolored coupons of type
tbot, ttop. An example of such ribbon tangle T and the corresponding link X is
shown in Figure 4.9.

2WW1
W3

2WW1
W3

Figure 4.9. A ribbon tangle and the corresponding special link.

Then the definition of the previous section gives F−1(X) ∈ 〈Wtbot
〉∗⊗〈Wttop

〉∗ ≃
Hom(〈Wtbot

〉, 〈Wttop 〉). We claim that this operator is given by Φ 7→ F−1(T )Φ. In-
deed, it suffices to prove that for Φ ∈ 〈Wtbot

〉,Ψ ∈ 〈Wttop 〉, we have

F−1(X)(Φ,Ψ) = (1
Φ⊗Ψ−−−→ Wtbot

⊗Wttop

F−1(T )⊗id−−−−−−−→Wttop ⊗Wttop

ettop−−−→ 1).

This is immediate from the definition.

The same statement holds if we allow T to be a partially colored ribbon tangle
which is allowed to have uncolored strands ending at the top or bottom, as long as
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the two ends of any such strand are next to each other, and we define

F−1(T ) =
⊕

c

dcF
−1(T, c) : Wtbot

→Wttop ,

where c : U → I is a coloring (here U is the set of all uncolored strands), and
dc =

∏
dc(u) over all annuli and the strands which end at the top (but not the

bottom!). In this case, the statement is a little bit less obvious, since one has to
check the normalizations.

Thus, we see that as a special case, the operators F−1(X) for special links
contain the operators F−1(T ) for any partially colored tangle T .

Next, let us see how the vectors τ(M) look in the simplest examples.

Example 4.5.2. Let T be a C-colored ribbon tangle such that bottom(T ) = ∅,
top(T ) = t; thus, F−1(T ) : 1 → Wt is a vector in 〈Wt〉. Let M be the unit ball in
R3 with the tangle T placed inside so that the top of T is on the equator of the
standard sphere S2 = ∂M . Then it immediately follows from the definition and
the previous example that τ(M) = F−1(T ) ∈ 〈Wt〉.

More generally, let T be any C-colored ribbon tangle, with bottom(T ) = t1,
top(T ) = t2, and let M be the domain

{x ∈ R3 | 1 ≤ ‖x‖ ≤ 2} ≃ S2 × I,

with the tangle T placed inside so that the bottom of T is placed on the equator
of the inner sphere ‖x‖ = 1, and the top of T is placed on the equator of the outer
sphere ‖x‖ = 2. Then F−1(T ) : 〈Wt1〉 → 〈Wt2 〉 and

τ(M) ∈ 〈Wt1〉∗ ⊗ 〈Wt2 〉 ≃ Hom(〈Wt1〉, 〈Wt2 〉)
is given by Φ 7→ F−1(T )Φ for Φ: 1 →Wt1 .

The next several examples deal with the case when g(t) = 1, so that Σt is a
torus. We will make heavy use of the results of Examples 4.1.2, 4.1.10. We will
identify our “standard torus” Σt with the torus considered in these examples so
that the cycles α, β ∈ H1(Σt) shown below correspond to α, β shown in Figure 4.1.

Example 4.5.3. Let t = (H), so that the handlebody Mt is the solid torus T ,
and ∂T = Σt is a torus with no marked points. By (4.4.4), τ(Σt) = HomC(1, H) =⊕

i∈I HomC(1, Vi ⊗ V ∗
i ). We claim that the vector τ(T ) ∈ τ(∂T ) is exactly the

image of the identity morphism id: 1 → 1⊗ 1 (∈ HomC(1, V0 ⊗ V ∗
0 )).

Proof. The proof is based on the fact that the standard torus can be obtained
as a result of surgery of S3 along the special link shown in Figure 4.10.

X =

Figure 4.10

Indeed, performing the surgery along the annulus, we get S2 × S1 (see Exam-
ple 4.1.10(ii)); after this, we cut a neighborhood of the coupon, which is isomorphic
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to a solid torus T0. But by Example 4.1.2(i), the complement of a torus in S2 ×S1

is again a torus (of course, one also has to check that the attachment maps given
by the link X are the same as in Example 4.1.2(i)—we leave it to the reader).

By Example 4.5.1, the corresponding RT invariant F−1(X) ∈ 〈H〉 coincides
with F−1(L), where L is obtained from the tangle X by removing the coupon. By
(3.1.19, 3.1.20), F−1(L) is equal to id: 1 → V0 ⊗ V ∗

0 ⊂ H .

Remark 4.5.4. In the same way one can prove that for the solid handlebody
Tg of genus g one has

τ(Tg) = (id : 1 → (1⊗ 1)⊗g) ∈ τ(∂Tg) = HomC(1, H
⊗g).(4.5.1)

Example 4.5.5. Let t = ((W,−), H), so that Σt is the 2-dimensional torus with
one marked point, and τ(Σt) = 〈W ∗, H〉 = HomC(W,H). Let S : Σt → Σt be the
homeomorphism corresponding to the matrix S ∈ SL2(Z) defined in Theorem 4.1.4.
Then we claim that S∗ : HomC(W,H) → HomC(W,H) coincides with the operator
SW defined in Theorem 3.1.17.

Proof. Let us consider the manifold M = Σt × I, so that ∂M = Σt ⊔ Σt,
with the parameterization of the boundaries given by id⊔S. We claim that M
can be obtained from S3 by a surgery along the partially colored link X shown in
Figure 4.11.

X = W

Figure 4.11

Indeed, in this case we do not have to do any surgery at all but just to remove
from S3 the two linked solid tori—the neighborhoods of the two coupons. By
Example 4.1.2(ii), this gives a cylinder Σt × I. As before, we leave it to the reader
to check that parameterization of the boundaries given by X coincides with the one
given in Example 4.1.2(ii). After this, the result follows form Example 4.5.1.

This explains why we defined the operator S : H → H by this picture—cf.
(3.1.32).

Exercise 4.5.6. In a similar way, prove that T∗ : HomC(W,H) → HomC(W,H)
coincides with the operator TW defined in Theorem 3.1.17.

Example 4.5.7. Let us check the normalization axiom. For simplicity, let us
consider t = ((W,−), H), so that Σt is the torus with 1 marked point, τ(Σt) =
HomC(W,H). Let M be the cylinder Σt × I, I = [0, 1]. Let us check that τ(M) =
id ∈ Hom(τ(Σt), τ(Σt)).

One can representM asMX with X from Figure 4.12 below. Indeed, a surgery
of S3 along © gives S2 × S1, as we already discussed in Example 4.1.10(ii). Then
we cut two solid tori from S2×S1. But S2×S1 can be also obtained by gluing two
solid tori along their boundaries, see Example 4.1.2(ii). Now removing two solid
tori from S2 × S1, we get T 2 × I.
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X =

Figure 4.12

Note the similarity of the picture for X and the one which defines the matrix
S2 in C (cf. the proof of Theorem 3.1.16).

Example 4.5.8. Let

t = ((W1,+), . . . , (Wn,+)),

t′ = ((W1,+), . . . , (Wi+1,+), (Wi,+), . . . , (Wn,+)),

so that Σt,Σt′ are spheres with n marked points, and

τ(Σt) = 〈Wt〉 = Hom(1,W1 ⊗ · · · ⊗Wn),

τ(Σt′) = Hom(1,W1 ⊗ · · · ⊗Wi+1 ⊗Wi ⊗ · · · ⊗Wn).

Let bi : Σt
∼−→ Σt′ be the homeomorphism which exchanges i-th, (i + 1)-st marked

points as shown in Figure 4.13 below (for convenience, we are not showing the
tangent vectors). Then we claim that (bi)∗ : τ(Σt) → τ(Σt′ ) is given by Φ 7→
σWi,Wi+1Φ.

21 1

2

Figure 4.13. Braiding homeomorphism.

Indeed, letM be the cylinder Σt×I, with the parameterization of the boundary
given by

ϕ : ∂M = Σt ⊔ Σt
id×bi−−−−→ Σt ⊔ Σt′ .

By definition, (bi)∗ coincides with τ(M) ∈ Hom(〈Wt〉, 〈Wt′〉). To compute τ(M),
note thatM is homeomorphic (as a parameterized manifold) to the cylinder S2× I
with the trivial parameterization of the boundaries, and with the ribbon tangle
shown in Figure 4.14 placed inside (cf. Example 4.5.2). Therefore, by Example 4.5.2,
τ(M) = σWi,Wi+1 . (This example was used without proof in the Preface.)
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i+1i

Figure 4.14
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CHAPTER 5

Modular Functor

Given a modular tensor category C, in the previous chapter we constructed
a 3-dimensional Topological Quantum Field Theory (3D TQFT). Moreover, this
3D TQFT was based on an extended notion of a manifold (a usual manifold with
additional data). In this chapter, we will show that the notion of a modular tensor
category (MTC) is essentially equivalent to some geometric construction in dimen-
sion 2. The right notion here is that of a modular functor, which was introduced
by Segal (see [S]). Our exposition mostly follows the papers [S, MS1, MS2, T]
and folklore of mathematical physicists.

5.1. Modular functor

Definition 5.1.1. A (topological) d-dimensional modular functor (MF for short)
is the following collection of data:

(i) A vector space τ(N) assigned to any oriented compact d-manifoldN without
boundary.

(ii) An isomorphism f∗ : τ(N1)
∼−→ τ(N2) of vector spaces assigned to every

homeomorphism f : N1
∼−→ N2, which depends only on the isotopy class of f .

(iii) Isomorphisms τ(∅) ∼−→ k, τ(N1 ⊔ N2)
∼−→ τ(N1) ⊗ τ(N2), where k is the

base field.
These data have to satisfy the following axioms:

Multiplicativity: (fg)∗ = f∗g∗, id∗ = id.
Functoriality: the isomorphisms (iii) are functorial.
Compatibility: the isomorphisms of part (iii) are compatible with the canon-

ical isomorphisms N ⊔ ∅ = N , N1 ⊔ N2 = N2 ⊔ N1, (N1 ⊔ N2) ⊔ N3 =
N1 ⊔ (N2 ⊔N3).

Normalization: We have an isomorphism τ(Sd) = k, where Sd is the d-
dimensional sphere.

Detailed statement of the functoriality and compatibility axioms can be found
in Remark 4.2.2, where the same conditions appear in the definition of TQFT.

Remark 5.1.2. Any (d+1)D TQFT (see Definition 4.2.1) gives a d-dimensional
MF, because the axioms of a MF, except for the requirement that f∗ depends only
on the isotopy class of f , are contained in the axioms of a TQFT, and this last
condition is satisfied by Theorem 4.2.3.

This modular functor is unitary: in addition to the data above, there are func-
torial isomorphisms τ(Σ)

∼−→ τ(Σ)∗, where Σ is the manifold Σ with opposite
orientation, which are compatible with the isomorphisms of part (iii).

Definition 5.1.3. (i) We define a category Γ with:

Objects: d-manifolds.

93
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Morphisms: MorΓ(N1, N2) = isotopy classes of orientation-preserving home-

omorphisms N1
∼−→ N2.

This is a symmetric tensor category with the “tensor product” given by disjoint
union, and the unit given by ∅. (Note that this category is not additive: one can
not add homeomorphisms!)

(ii) For a manifold N , its mapping class group Γ(N) is the group of isotopy

classes of homeomorphisms N
∼−→ N . In other words, Γ(N) := MorΓ(N,N).

The category Γ is a groupoid, i.e., a category in which every morphism is in-
vertible. One easily sees that d-dimensional modular functor is the same as a
representation of the groupoid Γ, i.e., a tensor functor Γ → Vecf(k). This explains
the origin of the term “modular functor”.

In particular, by 5.1.1(ii), every MF defines a representation of the mapping
class group Γ(N) of any d-manifold N on the vector space τ(N).

From now on, let us assume that d = 2. Then every connected compact oriented
surface is determined up to homeomorphism by its genus g, and defining a modular
functor is equivalent to defining for every g ≥ 0 a representation of the mapping
class group Γg. We quote here some classical results regarding the mapping class
groups.

Theorem 5.1.4 (Dehn). Let Σ be a compact oriented surface, and let c be a
simple closed curve on Σ. Define the Dehn twist tc ∈ Γ(Σ) by Figure 5.1.1 Then
the elements tc generate the mapping class group Γ(Σ).

c c

Figure 5.1. Dehn twist.

This theorem was later refined by Lickorish [Li], who suggested a finite set
of Dehn twists generating Γ(Σ). Finally, an approach allowing one to describe
the generators and relations in Γ(Σ) was given in [HT]. For surfaces of genus g
with 0 or 1 boundary components (or marked points), the ideas of [HT] were fully
developed in [Waj], where a complete set of generators and relations for Γg ≡ Γg,0
and Γg,1 is written.

Example 5.1.5. Let g = 1, i.e., let Σ be a two-dimensional torus. Then, by
Theorem 4.1.3, Γ1 ≃ SL2(Z), which can be described as the group with generators

1Here we put some auxiliary lines on the surface to demonstrate the action of the home-
omorphisms. These lines are for illustration purposes only. Note that c is not required to be
oriented.
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s, t and relations (st)3 = s2, s4 = 1 (which implies s2t = ts2). It can also be
generated by the elements

ta = t =

(
1 1
0 1

)
, tb =

(
1 0
1 1

)
,

which correspond to Dehn twists around the meridian and the parallel of the torus.

It turns out that for d = 2 the notion of modular functor can be generalized by
allowing surfaces with “holes”, i.e., with boundary.

Definition 5.1.6. An extended surface is a compact oriented surface Σ, possi-
bly with boundary, together with an orientation-preserving parameterization πi : (∂Σ)i

∼−→
S1 of every boundary circle. Here (∂Σ)i is considered with the orientation induced
from Σ, and S1 = {z ∈ C | |z| = 1} with the counterclockwise orientation.

By a genus of an extended surface, we will mean the genus of the closed surface
cl(Σ) obtained by “patching the holes of Σ”, i.e., gluing a disk to every boundary
circle.

A homeomorphism of extended surfaces f : Σ
∼−→ Σ′ is an orientation-preserving

homeomorphism which also preserves parameterizations.
Finally, for an extended surface (Σ, πi : (∂Σ)i

∼−→ S1) we define the operation
of orientation reversal by (Σ,−πi) (note the minus sign!).

The notion of isotopy of homeomorphisms is trivially generalized to this case,
as well as the notion of disjoint union. Thus, we can define the extended groupoid
Teich similarly to Definition 5.1.3(i).

Definition 5.1.7. (i) The (extended) Teichmüller groupoid Teich is the cate-
gory with objects extended surfaces, and morphisms isotopy classes of homeomor-
phisms of extended surfaces (see Definition 5.1.6).

(ii) For any extended surface Σ, its mapping class group Γ(Σ) is the group of all

isotopy classes of homeomorphisms Σ
∼−→ Σ. (Sometimes the name “mapping class

group” is used for the smaller group Γ′(Σ) of all isotopy classes of homeomorphisms

Σ
∼−→ Σ which act trivially on the set of connected components of the boundary.) If

Σ is a surface of genus g with n boundary components, we will denote Γ(Σ) ≡ Γg,n.

Again, it can be shown that Γ′(Σ) is generated by Dehn twists (a complete set
of relations for Γ′

g,n is given in [Ge1], [Luo], [Ge2]), and Γg,n is generated by Dehn

twists and the “braiding operation” shown in Figure 5.2.2

1221

Figure 5.2. Braiding.

It will be useful in the future to give an alternative definition of an extended
surface. We give below two such definitions. Both of them are equivalent to Defi-
nition 5.1.6 in the following sense:

2See the footnote on page 94.
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Proposition 5.1.8. The extended groupoids Teich, defined by Definitions 5.1.6,
5.1.9 and 5.1.10, are equivalent as categories, and this equivalence preserves the op-
eration of orientation reversal.

Definition 5.1.9. An extended surface is an oriented compact surface with
boundary and with a specified point pi on every component of the boundary.

A homeomorphism of extended surfaces is an orientation-preserving homeo-
morphism Σ → Σ′ which maps marked points to marked points.

Orientation reversal is defined in the obvious way, by reversing the orientation
of Σ while leaving the points pi unchanged.

Definition 5.1.10. An extended surface is an oriented compact surface Σ with-
out boundary, with marked points zi, and with non-zero tangent vectors vi attached
to each marked point.

A homeomorphism of extended surfaces is an orientation-preserving homeomor-
phism Σ → Σ′ which maps marked points to marked points, and marked tangent
vectors to marked tangent vectors.

Orientation reversal is defined by (Σ, zi, vi) = (Σ, zi,−vi).
This definition is analogous to Definition 4.4.1.

Proof of Proposition 5.1.8. To establish the equivalence of Definitions 5.1.6
and 5.1.9, note that a parameterization of a boundary circle gives a distinguished
point pi = π−1

i (i). Since the set of all homeomorphisms S1 ∼−→ S1 preserving ori-
entation and the distinguished point i ∈ S1 is contractible, this is an equivalence
of categories. Similarly, to establish the equivalence of Definitions 5.1.6 and 5.1.10,
note that given Σ as in Definition 5.1.6, we can glue to Σ n copies of the standard
disk D = {z ∈ C | |z| ≤ 1} (with reversed orientation), using the identifications of
the boundary circles of Σ with S1. This gives a new surface cl(Σ) without bound-
ary, with marked points images of 0 ∈ D, and tangent vectors images of the unit
vector going along the real axis in D. As before, it is easy to check that this gives
an equivalence of categories.

Examples 5.1.11. (i) Let Σ be a two-dimensional torus “with one puncture”:
∂Σ ≃ S1 and Σ has genus 1. Then the mapping class group Γ1,1 = Γ(Σ) is
generated by the elements s, t with the relations (st)3 = s2, s2 is central (compare
with Example 5.1.5). Moreover, s4 is the inverse of the Dehn twist around the
puncture. The easiest way to check this is to use the realization of the torus with
one puncture as the quotient R2/Z2 with a non-zero tangent vector at the origin.

(ii) Let Σn = R2 , with n marked points on the x-axis and with the tangent
vector vi going along this axis in positive direction (all such surfaces are canoni-
cally isomorphic). This surface is not compact, so it does not formally satisfy our
definition, but let us ignore this. Then the group Γ(Σ) is isomorphic to the group
FBn of all framed braids with n strands. This group is a semidirect product of the
usual braid group Bn and Zn (see Definition 1.2.1). In general, there is indeed a
relationship between the group Γ(Σ), where Σ is an extended surface with n holes,
and the framed braid group FBn(cl(Σ)), where cl(Σ) is the closed surface obtained
by patching the holes of Σ. This relationship is studied in detail in [B2].

The most important difference between extended surfaces and usual surfaces is
that extended surfaces can be glued (or sewed) together along the boundary circles.
Therefore, if we additionally require a modular functor to behave nicely under this
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operation, we could define τ(Σ) by gluing Σ from simpler pieces. This motivates
the following definition.

Definition 5.1.12. Let C be an abelian category over a field k, and let R be a
symmetric object in ind−C⊠2 (see Section 2.4). Then a C-extended modular functor
is the following collection of data:

(i) To every extended surface Σ is assigned a polylinear functor τ(Σ): C⊠π0(∂Σ) →
Vecf , where π0(∂Σ) is the set of boundary components (or punctures, depending
on the point of view) of Σ. In other words, for every choice of objects Wa ∈ C at-
tached to every boundary component of Σ (so, a runs through the set of connected
components of ∂Σ) is assigned a finite-dimensional vector space τ(Σ; {Wa}), and
this assignment is functorial in Wa.

(ii) To every homeomorphism f : Σ
∼−→ Σ′ is assigned a functorial isomorphism

f∗ : τ(Σ)
∼−→ τ(Σ′).

(iii) Functorial isomorphisms τ(∅) ∼−→ k, τ(N1 ⊔N2)
∼−→ τ(N1)⊗ τ(N2).

(iv)Gluing isomorphism: Let c ⊂ Σ be a closed curve without self-intersections
and p be a marked point on c. Cutting Σ along c, we obtain a new surface Σ′ (which
may be connected or not). Σ′ has a natural structure of an extended surface in the
sense of Definition 5.1.9 which has the same boundary components as Σ plus two
more components c1, c2, which come from the circle c (with marked points p1, p2
coming from p).

2

ΣcutΣ p

c

p

c c

p1 2

1

Figure 5.3. Cutting of a surface.

Then we are given a functorial isomorphism

τ(Σ′; {Wa}, R(1), R(2))
∼−→ τ(Σ; {Wa}),(5.1.1)

where we use the notation of Section 2.4.
The above data have to satisfy the following axioms:

Multiplicativity: (fg)∗ = f∗g∗, id∗ = id.
Functoriality: all isomorphisms in parts (iii), (iv) above are functorial in Σ.
Compatibility: all isomorphisms in parts (iii), (iv) above are compatible with

each other.
Normalization: τ(S2) = k.

As before, we leave it to the reader to write the explicit statements of the
functoriality and compatibility axioms, taking as an example the definitions in
Section 4.2. From now on, we will always work with extended modular functors
(unless otherwise specified).

Definition 5.1.13. A C-extended MF is called non-degenerate if for every ob-
ject V ∈ ObC there exists an extended surface Σ and {Wa} ⊂ Ob C such that
τ(Σ;V, {Wa}) 6= 0.
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The main goal of this chapter is to show that for a given semisimple abelian
category C defining a non-degenerate C-extended MF is essentially equivalent to
defining a structure of a modular tensor category on C, with the object R =

⊕
Vi⊠

V ∗
i , where {Vi} are representatives of the equivalence classes of simple objects in

C. The precise statements are given in Theorems 5.4.1 and 5.5.1.
Finally, let us introduce the notion of a unitary MF.

Definition 5.1.14. An extended modular functor is called unitary, if in addi-
tion to the data above, we are also given functorial isomorphisms τ(Σ)

∼−→ τ(Σ)∗,
where Σ is the manifold Σ with opposite orientation. These isomorphisms must be
compatible with the isomorphisms f∗ and the isomorphisms of part (iii) of Defini-
tion 5.1.12 in the natural way. Also, we require the following compatibility of the
unitary structure with the gluing isomorphism. Let 〈, 〉Σ : τ(Σ) ⊗ τ(Σ) → k be the
pairing induced by the isomorphism τ(Σ) ≃ τ(Σ)∗. Let Σ,Σ′ be as in part (iv)
of Definition 5.1.12, and for f ∈ τ(Σ), g ∈ τ(Σ), write f =

∑
fi, g =

∑
gi with

fi ∈ τ(Σ′;Ai, Bi), gi ∈ τ(Σ
′
;Bi, Ai), using (5.1.1). Then:

〈f, g〉Σ =
∑

ai〈fi, gi〉Σ′(5.1.2)

for some non-zero constants ai which do not depend on Σ.?!

5.2. The Lego game

Let us denote by S0,n “the standard sphere with n holes”:

S0,n = CP1 \ {D1, . . . , Dn}, Dj = {z | |z − zj | < ε}, z1 < · · · < zn,(5.2.1)

where ε > 0 is small enough so that the disks Dj do not intersect, and let us mark
on each boundary circle a point pj = zj − εi. This endows S0,n with the structure
of an extended surface which is independent of the choice of zj , ε (i.e., surfaces
obtained for different choices of zj , ε are canonically homeomorphic). Note that the
set of boundary components of the standard sphere is naturally indexed by num-
bers 1, . . . , n; we will use bold numbers for denoting these boundary components:
π0(∂S0,n) = {1, . . . ,n}.

Obviously, every extended surface Σ can be obtained by gluing together stan-
dard spheres. Therefore, using the gluing axiom we can define the vector space τ(Σ)
once we know τ(S0,n). However, the same surface Σ can be obtained by gluing the
standard spheres in many ways, and in order for τ(Σ) to be correctly defined we
need to construct canonical isomorphisms between the resulting vector spaces. This
leads to the following problem.

Definition 5.2.1. Let Σ be an extended surface. A parameterization of Σ is
the following collection of data, considered up to isotopy:

(i) A finite set C = {c1, . . . } of simple non-intersecting closed curves (cuts) on
Σ, with one point marked on every cut (the cuts do not have to be ordered).

(ii) A collection of homeomorphisms ψa : Σa
∼−→ S0,na , where Σa are the con-

nected components of Σ \ C.
We denote the set of all parameterizations of Σ by M(Σ).

Our goal is to construct some number of edges (“moves”) and 2-cells (“relations
among moves”) which would turn M(Σ) into a connected and simply-connected
2-complex. This problem was first considered by Moore and Seiberg [MS1], who
conjectured a set of moves and relations. However, their paper contains certain gaps
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making it not rigorous even by the physicists standards. An accurate proof was
recently found independently by the authors [BK], and by [FG]. Our exposition
follows the paper [BK] with minor changes.

Define the homeomorphisms

z : S0,n
∼−→ S0,n,

b : S0,3
∼−→ S0,3

(5.2.2)

as follows: z is rotation of the sphere which preserves the real axis and induces a
cyclic permutation of the holes 1 7→ 2 7→ · · · 7→ n 7→ 1, and b is the braiding of the
2nd and 3rd punctures, as shown in Figure 5.2.

Also, for k, l ≥ 0, denote by S0,k+1 ⊔k+1,1 S0,l+1 the surface obtained by iden-
tifying the (k + 1)-st hole of S0,k+1 with the first hole of S0,l+1, and define the
map

αk,l : S0,k+1 ⊔k+1,1 S0,l+1 → S0,k+l(5.2.3)

by the condition that it maps the first hole of S0,k+1 to the first hole of S0,k+l and
preserves the real axis (these properties define αk,l uniquely up to isotopy).

Now, let us define the following edges (“simple moves”) in M(Σ). To avoid
confusion, we will write E : M1  M2 if the edge E connects parameterizations
M1,M2.

Z-move (rotation): IfM = (C, {ψa}) ∈M(Σ) and Σi is one of the connected
components of Σ \ C, then we define an edge

Z ≡ Zi : M  (C, {ψa, z ◦ ψi}a6=i).
B-move (braiding): If M = (C, {ψa}) ∈ M(Σ) and Σi is a connected com-

ponent of Σ \ C which has three holes, then we define an edge

B ≡ Bi : M  (C, {ψa, b ◦ ψi}a6=i).
F-move (fusion): If M = (C, {ψa}) ∈ M(Σ) and c ∈ C separates two

different components Σi,Σj, with k + 1 and l + 1 holes respectively, and
ψi(c) = k+ 1, ψj(c) = 1, then we define an edge

F ≡ Fc : M  (C \ {c}, {ψa, αkl ◦ (ψi ⊔ ψj)}a6=i,j).
Before describing the relations, it is convenient to introduce some notation.

First of all, let us place on each of the standard spheres S0,n the graph m0 as
shown in Figure 5.4 (for n = 4). This graph has one internal vertex, marked by
a star; all other vertices are 1-valent and coincide with the marked points on the
boundary components of S0,n. The graph has a distinguished edge—the one which
connects the vertex ∗ with the boundary component 1; in the figure, this edge is
marked by an arrow. Also, this graph has a natural cyclic order on the set of all
edges, given by 1 < · · · < n < 1. Whenever we draw such a graph in the plane, we
will always do it in such a way that this order coincides with the clockwise order.

Every parameterization M of a given surface Σ gives rise to a graph m =⋃
ψ−1
a (m0) on Σ, which we call the marking graph of M . It is easy to show that a

parameterization is uniquely determined by C and m; therefore, these graphs give
a way to visualize the parameterizations. In some cases, we will draw such graphs
on Σ to illustrate a certain sequence of moves. However, in many cases it suffices
just to draw the corresponding graphs on the plane, and then the moves can be
reconstructed uniquely.
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4

*

1 2 3

Figure 5.4. A standard sphere (with 4 holes).

Exercise 5.2.2. Show that the moves Z,B, F connect the parameterizations
corresponding to the marking graphs shown in Figures 5.5, 5.6 and 5.7 below.

*

α
Z

−− 

*

α

Figure 5.5. Z-move (“rotation”).

*

α β

γ

Bα,β

−− 

α β

γ

*

Figure 5.6. B-move (“braiding”).

* *
c Fc−− *

Figure 5.7. F-move (“fusion” or “cut removal”).

Next, one often needs compositions of the form ZaFc(Z
m
i ⊔ Znj ), where c is

a cut separating components Σi and Σj (compare with the definition of the F-
move). We will call any such composition a generalized F-move; for brevity, we will
frequently denote it just by Fc. The Rotation axiom formulated below implies that
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such a composition is uniquely determined by the original parameterizationM and
by the choice of the distinguished edge for the resulting parameterization Fc(M).
Moreover, the Symmetry of F axiom along with the commutativity of disjoint union,
also formulated below, imply that if we switch the roles of Σ1 and Σ2, then we
get the same generalized F-move. Thus, the generalized F-move is completely
determined by the marking graph of M and by the choice of the distinguished edge
for the resulting marking graph of Fc(M).

Finally, let M ∈M(Σ) and let Σi be one of the components of Σ. As discussed
before, the parameterization ψi defines an order on the set of boundary components
of Σi. Let us assume that we have a presentation of π0(∂Σi) as a disjoint union,
π0(∂Σi) = I1 ⊔ I2 ⊔ I3 ⊔ I4, where the order is given by I1 < I2 < I3 < I4 (some
of the Ik may be empty). Then we define the generalized braiding move BI2,I3 to
be the product of simple moves shown in Figure 5.8 below (note that we are using
generalized F-moves, see above). It is easy to show that this figure uniquely defines
the cuts c1, c2, c3 and thus, the generalized braiding move B.

I1 I4I2 I3

*

F−1
c1
F−1

c2
F−1

c3−− 

I1 I4I2 I3

*

* *

*

Bc1,c2−− 

Bc1,c2−− 

I1 I4I3 I2

*

* *

*

Fc1Fc2Fc3−− 

I1 I4I2I3

*

Figure 5.8. Generalized braiding move.

Now let us impose some relations among these moves:

MF1: Rotation axiom: If Σi is a component with n holes, then Zni = id.
MF2: Symmetry of F : If c,Σi,Σj are as in the definition of the F-move,

then Zk−1Fc = Fc(Z
−1
i ⊔ Zj).

MF3: Associativity of F : If Σ is a connected surface of genus zero, and
M = (C,m) ∈ M(Σ) is a parameterization with two cuts, C = {c1, c2},
then

Fc1Fc2(M) = Fc2Fc1(M)(5.2.4)

(here F denotes generalized F-moves).
MF4: Commutativity of disjoint union: If E1, E2 are simple moves that

involve non-intersecting sets of components, then E1E2 = E2E1.
MF5: Cylinder axiom: Let S0,2 be a cylinder with boundary components
α0, α1 and with the standard parameterization M0 = (∅, id). Let Σ be an
extended surface, M ∈ M(Σ) be a parameterization, and α be a boundary
component of Σ. Then, for every move E : M  M ′ we require that the
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following square be commutative:

M ⊔α,α1 M0
E⊔α,α1 id−−−−−−→ M ′ ⊔α,α1 M0

Fα

y
yFα

M −−−−−−→
E

M ′

,(5.2.5)

see Figure 5.9 below.

α,α S0,2Σ
1

α

α 0

= α1

*

*
Fα−−→

α,α S0,2Σ
1

0

*

α

≃

Σ

α

*

Figure 5.9. Cylinder Axiom.

MF6: Braiding axiom: Let Σi be a connected component of Σ \ C which
has 4 holes. Denote the boundary components ψ−1

i (1), . . . , ψ−1
i (4) of Σi by

α, . . . , δ, respectively. Then:

Bα,βγ = Bα,γBα,β ,(5.2.6)

Bαβ,γ = Bα,γBβ,γ .(5.2.7)

For an illustration of Eq. (5.2.6), see Figure 5.10. Note that all braidings
involved are generalized braidings as defined above.

MF7: Dehn twist axiom: Let Σi be a connected component of Σ\C which
has 2 holes: α = ψ−1

i (1), β = ψ−1
i (2). Then

ZiBα,β = Bβ,αZi(5.2.8)

(as before, B denotes the generalized braidings). This axiom is equivalent to
the identity Tα = Tβ, where Tα is the Dehn twist defined in Example 5.2.4
below (see Figure 5.11).

Theorem 5.2.3. Let Σ be an extended surface of genus zero. Denote by M(Σ)
the 2-complex with a set of vertices M(Σ), edges given by the B-, Z-, and F-moves

*

γα

δ

β

Bα,β

−− 
*

γ

δ

β α

Bα,γ

−− 
*

δ

β γ α

Figure 5.10. Braiding axiom (5.2.6).
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defined above, and 2-cells given by relations MF1–MF7. Then M(Σ) is connected
and simply-connected.

As mentioned above, this theorem was first proved (in a different form) in
[MS1]; our exposition follows [BK].

Example 5.2.4. Let Σ be an extended surface, ψ : Σ
∼−→ S0,n be a homeomor-

phism, and let α be one of the boundary components. Then one can connect the
parameterization (∅, ψ) with (∅, tα◦ψ), where tα ∈ Γ(S0,n) is the Dehn twist around
α (see Figure 5.1), by the following sequence of moves:

Tα = FcBα,cF
−1
c ,

where c is a small closed curve around the hole α (see Figure 5.11).

β

*

α

Tα−− 

β

*

α

=

β

*

α

Figure 5.11. Dehn twist (Tα = Tβ).

Exercise 5.2.5. Let S0,3 be the standard sphere with 3 holes, with the marking
as shown in the left hand side of Figure 5.6. Deduce from the axioms MF1–MF7
the following relation in M(S0,3):

Tγ = Bβ,αBα,βTαTβ .(5.2.9)

Hint : this is analogous to Step 7 in the proof of Theorem 5.3.8.

Now, let us consider extended surfaces of positive genus. In this case, we need
to add to the complex M(Σ) one more simple move and several more relations.

S-move: Let S1,1 be a “standard” torus with one boundary component and
one cut, and with the parameterization M corresponding to the graph in
the left hand side of Figure 5.12. Then we add the edge S : M  M ′ where
the parameterization M ′ corresponds to the graph shown in the right hand
side of Figure 5.12.

More generally, let Σa be a component of an extended surface and ψ be
a homeomorphism ψ : Σa

∼−→ S1,1. Then we add the move S : ψ−1(M)  
ψ−1(M ′).

Remark 5.2.6. If Σ is a surface of genus one with one hole, we can identify the
set of all parameterizations with one cut on Σ with the set of all homeomorphisms
ψ : Σ

∼−→ S1,1. Then the S-move connects the marking ψ with s ◦ ψ, where s ∈
Γ(S1,1) is as in Example 5.1.11(i).

Now, let us formulate the new relations. In addition to relations MF1–MF7,
let us also impose the following ones:

MF8: Relations for g = 1, n = 1: Let Σ be a marked torus with one hole α,
isomorphic to the one shown in the left hand side of Figure 5.13. For any
parameterizationM = ({c}, ψ) with one cut, we let T act on M as the edge
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c1

α

*

S
−− 

c2

α

*

Figure 5.12. S-move.

Dehn twist Tc around c (see Example 5.2.4). Then we impose the following
relations:

S2 = Z−1Bα,c1 ,(5.2.10)

(ST )3 = S2.(5.2.11)

The left hand side of relation (5.2.10) is shown in Figure 5.13. An illustration
of (5.2.11) can be found in [BK, Appendix A].

c1

α

*

S
−− 

c2

α

*

S
−− 

c1

α

*

Figure 5.13. The relation S2 = Z−1Bα,c1 .

MF9: Relation for g = 1, n = 2: Let Σ be a marked torus with two holes
α, β, isomorphic to the one shown in Figure 5.14. Then we require

Z−1Bα,βF
−1
c6 Fc1 = S−1F−1

c6 Fc4Tc3T
−1
c4 F

−1
c4 Fc5SF

−1
c5 Fc2(5.2.12)

— see Figure 5.15, where all unmarked arrows are compositions of the form
FF−1 (see also [BK, Appendix B]).

Note that, by their construction, the above relations are invariant under the
action of the mapping class group.

Remark 5.2.7. It is not trivial that relations (5.2.11, 5.2.12) make sense, i.e.,
that they are indeed closed paths in M(Σ). This is equivalent to checking that the
corresponding identities hold in the mapping class group Γ(Σ). This is indeed so
(see, e.g., [B1, MS2]). Of course, these relations can also be checked by explicitly
drawing the corresponding sequence of cuts and graphs and checking that the final
one coincides with the original one, as done in [BK].
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**

1c

c2

βα

Figure 5.14. A marked torus with two holes.

c

c

**
α β

1

2

c

βα *

*

2

*

*

βα

c3

c4

c3 c4

c

c

**
α β

3

4

T

Z

T

**
α β

3c -1

c1

6c

6c6c

c

αβ

c

*

*

2

S -1

S

*

*

βα *

*

βα

3c

c5

c5

-1 B

Figure 5.15. The relation for g = 1, n = 2.

Example 5.2.8. Let Σ be a marked torus with one cut c1 and one hole α (see
the left hand side of Figure 5.12). Then we have:

(ST )3 = S2,(5.2.13)

S2T = TS2,(5.2.14)

S4 = T−1
α .(5.2.15)

Indeed, (5.2.13) is exactly (5.2.11). Equation (5.2.14) follows from (5.2.10), the
Cylinder axiom, and the commutativity of disjoint union, and (5.2.15) easily follows
from (5.2.10) and the braiding axiom.

In particular, this implies that the elements t, s ∈ Γ1,1 (cf. Example 5.1.11)
satisfy relations (5.2.13–5.2.15). In fact, it is known that these are the defining
relations of the group Γ1,1 (see [B1]).
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Now we can formulate our main result for arbitrary genus.

Theorem 5.2.9. Let Σ be an extended surface. Let M(Σ) be the 2-complex
with a set of vertices M(Σ), edges given by the the Z-, F-, B-, and S-moves, and 2-
cells given by relations MF1–MF9. Then M(Σ) is connected and simply-connected.

Again, this theorem was stated (with minor inaccuracies) in [MS1], but the
proof given there was seriously flawed. An accurate proof was found independently
in [BK] and, in a different form, [FG]. The formulation above is taken from [BK].

5.3. Ribbon categories via the Hom spaces

In this section C will be a semisimple abelian category with representatives
of the equivalence classes of simple objects Vi, i ∈ I. We use the notations and
conventions of Section 2.4.

In a semisimple abelian category, any object A ∈ C is determined by the collec-
tion of vector spaces Hom(A, ·). More formally, we have the following well-known
lemma.

Lemma 5.3.1. (i) Every functor F : C → Vecf is exact (recall that we are con-
sidering only additive functors).

(ii) Let F : C → Vecf be a functor satisfying the following finiteness condition:

F (Vi) = 0 for all but a finite number of i.(5.3.1)

Then F is representable, i.e., there exists an object XF , unique up to a unique
isomorphism, such that F (A) = HomC(XF , A). Similarly, for a functor G : Cop →
Vecf there exists a unique YG ∈ C such that G(A) = HomC(A, YG).

(iii) For two functors F, F ′ : C → Vecf satisfying the finiteness condition above,
there is a bijection between the space of functor morphisms F → F ′ and HomC(XF ′ , XF ).
A similar statement holds for G,G′ : Cop → Vecf .

Therefore, to construct, say, a functor F : C → C, it suffices to define a bifunc-
tor A : Cop × C → Vecf satisfying suitable finiteness conditions, and then define
F (X) by the identity Hom(·, F (X)) = A(·, X); more formally, one would say “let
F (X) be the object representing the functor A(·, X)”. Similarly, all the functorial
isomorphisms can be defined in terms of vector spaces.

Our goal in this section is to rewrite the axioms of a ribbon category in terms
of the vector spaces

〈W1, . . . ,Wn〉 := HomC(1,W1 ⊗ · · · ⊗Wn).(5.3.2)

This was first done in [MS1]. The following definition is essentially taken from
[MS1]; for this reason, we think it is proper to commemorate their names.

Definition 5.3.2. Moore–Seiberg data (MS data for short) for a semisimple
abelian category C is the following collection of data:

Conformal blocks: A collection of functors 〈 〉 : C⊠n → Vecf (n ≥ 0), which
are locally finite in the first component: for every A1, . . . , An−1 ∈ C, we have
〈Vi, A1, . . . , An−1〉 = 0 for all but a finite number of i. (Here C⊠n denotes
the tensor product C ⊠ · · ·⊠ C defined in 1.1.15.)

Rotation isomorphisms: Functorial isomorphisms

Z : 〈A1, . . . , An〉 ∼−→ 〈An, A1, . . . , An−1〉.
R: A symmetric object R ∈ ind−C⊠2 (see Section 2.4).



5.3. RIBBON CATEGORIES VIA THE Hom SPACES 107

Gluing isomorphisms: For every k, l ∈ Z+ functorial isomorphisms

G : 〈A1, . . . , Ak, R
(1)〉 ⊗ 〈R(2), B1, . . . , Bl〉 ∼−→ 〈A1, . . . , Ak, B1, . . . , Bl〉.

Commutativity isomorphism: A functorial isomorphism

σ : 〈X,A,B〉 ∼−→ 〈X,B,A〉.
These data have to satisfy the axioms MS1–MS7 listed below.

MS1: Non-degeneracy: For every i, there exists an object X such that
〈X,Vi〉 6= 0.

MS2: Normalization: The functor 〈 〉 : C0 ≡ Vecf → Vecf is the identity
functor.

MS3: Associativity of G: Let us consider two functorial isomorphisms

G′G′′, G′′G′ : 〈A1, . . . , R
′(1)〉 ⊗ 〈R′(2), B1, . . . , R

′′(1)〉 ⊗ 〈R′′(2), C1, . . . , Cn〉
∼−→ 〈A1, . . . , B1, . . . , C1, . . . , Cn〉,

where R′, R′′ are two copies of R, and G′, G′′ are the corresponding gluing
isomorphisms. Then G′G′′ = G′′G′.

MS4: Rotation axiom: Zn = id: 〈A1, . . . , An〉 ∼−→ 〈A1, . . . , An〉.
MS5: Symmetry of G: For any m,n ≥ 0 the following diagram is commu-

tative:

〈A1, . . . , An, R
(1)〉 ⊗ 〈R(2), B1, . . . , Bm〉 G−−−−→ 〈A1, . . . , An, B1, . . . , Bm〉

P (Z⊗Z−1)

y Zm

y

〈B1, . . . , Bm, R
(2)〉 ⊗ 〈R(1), A1, . . . , An〉 G◦s−−−−→ 〈B1, . . . , Bm, A1, . . . , An〉

.

(Here P is the permutation of the two factors in the tensor product and

s : Rop ∼−→ R is as in Section 2.4.)
MS6: Hexagon axioms: (i) The following diagram is commutative:

〈X,A,B,C〉

σA,B $$IIIIIIIII

σA,BC // 〈X,B,C,A〉

〈X,B,A,C〉
σA,C

::uuuuuuuuu

where σA,BC is defined as the composition

〈X,A,B,C〉 G−1

−−−→ 〈X,A,R(1)〉 ⊗ 〈R(2), B, C〉
σ⊗id−−−→ 〈X,R(1), A〉 ⊗ 〈R(2), B, C〉 Z−1G(Z⊗id)−−−−−−−−→ 〈X,B,C,A〉,

and σA,B is defined as the composition

〈X,A,B,C〉 G−1Z−−−−→ 〈C,X,R(1)〉 ⊗ 〈R(2), A,B〉
id⊗σ−−−→ 〈C,X,R(1)〉 ⊗ 〈R(2), B,A〉 Z−1G−−−−→ 〈X,B,A,C〉.

(ii) The same, but with σ replaced by σ−1.

MS7: Dehn twist axiom: ZσA,B = σB,AZ : 〈A,B〉 ∼−→ 〈A,B〉, where σA,B =
G(σ ⊗ id)G−1 is defined similarly to MS6.
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Now we describe how the MS data are related with the tensor structure on the
category. Let C be a semisimple ribbon category. Define:

〈A1, . . . , An〉 = HomC(1, A1 ⊗ · · · ⊗An),(5.3.3)

R =
⊕

V ∗
i ⊗ Vi, cf. (2.4.7),(5.3.4)

Z : Hom(1, A1 ⊗ · · · ⊗An)
∼−→ Hom(∗An, A1 ⊗ · · · ⊗An−1)(5.3.5)

∼−→ Hom(1, ∗∗An ⊗A1 ⊗ · · · ⊗An−1)
∼−→ Hom(1, An ⊗A1 ⊗ · · · ⊗An−1),

G :
⊕

Hom(1, A1 ⊗ · · · ⊗An ⊗ V ∗
i )⊗Hom(1, Vi ⊗B1 ⊗ · · · ⊗Bk)(5.3.6)

∼−→ Hom(1, A1 ⊗ · · · ⊗An ⊗ V ∗
i )⊗Hom(V ∗

i , B1 ⊗ · · · ⊗Bk)
∼−→ Hom(1, A1 ⊗ · · · ⊗An ⊗B1 ⊗ · · · ⊗Bk),

σ : Hom(1, X ⊗A⊗B)
∼−→ Hom(1, X ⊗B ⊗A).(5.3.7)

Here we used the rigidity isomorphisms (2.1.13, 2.1.14), the isomorphisms δ : V
∼−→

V ∗∗, and the fact that in a semisimple category, Hom(X,Y ) ≃ ⊕
Hom(X,Vi) ⊗

Hom(Vi, Y ).

Proposition 5.3.3. If C is a semisimple ribbon category, formulas (5.3.3)–
(5.3.7) define MS data.

The proof of this proposition is straightforward: if we use the technique of
ribbon graphs developed in Chapter 1, then all the axioms are obvious.

A natural question is whether this proposition can be reversed, i.e., is it true
that every collection of MS data on a semisimple abelian category comes from a
structure of a ribbon category. It turns out that it is almost true; to get a precise
statement, we must somewhat weaken the rigidity axiom.

Let C be a monoidal category. We say that an object V ∈ ObC has a weak
dual if the functor Hom(1, V ⊗ ·) is representable. In this case, we denote the cor-
responding representing object by V ∗ : Hom(1, V ⊗X) = Hom(V ∗, X). Obviously,
∗ is functorial: every morphism f : V → W defines a morphism f∗ : W ∗ → V ∗,
provided that V ∗,W ∗ exist.

Definition 5.3.4. A monoidal category C is called weakly rigid if every object
has a weak dual and ∗ : C → Cop is an equivalence of categories.

Of course, every rigid category is weakly rigid; the converse, however, is not
true. It is also useful to note that in every weakly rigid category we have a canonical
morphism iV : 1 → V ⊗V ∗, corresponding to id ∈ Hom(V ∗, V ∗) = Hom(1, V ⊗V ∗).
If the category is rigid, then iV defined in this way coincides with the one defined
by the rigidity axioms.

Definition 5.3.5. A weakly ribbon category is a weakly rigid braided tensor
category C endowed with a family of functorial isomorphisms θ : V

∼−→ V satisfying
(2.2.8)–(2.2.10).

As discussed in Section 2.2, for a rigid category defining θ satisfying (2.2.8)–

(2.2.10) is equivalent to defining δ : V
∼−→ V ∗∗, so every ribbon category is also

weakly ribbon.
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Exercise 5.3.6. (i) Show that in every semisimple weakly ribbon category,
the map φ : Hom(V ∗, X) → Hom(1, X ⊗ V ∗∗) given by ψ 7→ (ψ ⊗ id)iV ∗ is an
isomorphism.

(ii) Show that in every semisimple weakly ribbon category one can define a

family of functorial isomorphisms δ : V
∼−→ V ∗∗ by the condition that the following

diagram be commutative:

〈V,X〉 ≃−−−−→ Hom(V ∗, X)

σ

y
yφ

〈X,V 〉 id⊗δ−−−−→ 〈X,V ∗∗〉

.

(iii) Show that in every semisimple weakly ribbon category, one has (θA⊗id)f =
(id⊗θB)f for every f : 1 → A⊗B. (Hint: use θ∗V = θV ∗ .)

Note, however, that in general, (V ⊗W )∗ 6≃ W ∗ ⊗ V ∗, so the axiom δV⊗W =
δV ⊗ δW does not make sense.

Remark 5.3.7. The authors do not know any example of a semisimple abelian
category which is weakly rigid but not rigid.

Now we can formulate the main theorem of this section.

Theorem 5.3.8. Let C be a semisimple weakly ribbon category with simple ob-
jects Vi, i ∈ I. Then formulas (5.3.3)–(5.3.7), with δ defined as in Exercise 5.3.6,
define MS data for C. Conversely, every collection of MS data for a semisimple
abelian category C is obtained in this way.

Proof. The first statement of the theorem is parallel to Proposition 5.3.3.
The proof is also quite parallel; we just have to check that all the arguments work
in a weakly rigid category as well as in a rigid one. This is left to the reader as an
exercise; part of it is contained in Exercise 5.3.6. In particular, the identity (2.2.8)
θV⊗W = σWV σVW (θV ⊗θW ) will give the Rotation axiom, and the identity (2.2.10)
θV ∗ = θ∗V will give the Dehn twist axiom.

The proof of the converse statement is more complicated. For convenience, we
split it into several steps. To simplify the notation, we will write just 〈. . . , R〉 ⊗
〈R, . . .〉, omitting the superscripts. Since R is symmetric, this causes no problems.
The symmetry of G axiomMS5 implies that the order of the factors is not important
for defining G. We will implicitly use this.

Let us start by constructing the duality and tensor product on C from the MS
data.

Lemma 5.3.9. Given MS data for C, there exists an involution ∗ : I → I such
that dim〈Vi, Vj〉 = δi,j∗ . Also, R is isomorphic (non-canonically) to

⊕
Vi ⊠ Vi∗ .

Proof. Define Aij = dim〈Vi, Vj〉, and define Bij by R ≃ ⊕
BijVi ⊠ Vj . It

follows from the non-degeneracy axiom and the existence of Z that A is a symmetric
matrix with no zero rows or columns. From the symmetry of R, we get that B is
a symmetric matrix.

Writing the identity 〈Vi, Vj〉 = 〈Vi, R(1)〉 ⊗ 〈R(2), Vj〉 we get the identity A =
ABA. We leave it to the reader to show that if A,B are symmetric matrices with
non-negative integer entries and A has no zero columns, then such an identity is
possible only if A = B is a permutation of order 2. (Hint: use AB = (AB)2 to
prove that AB either has a zero row or column, or it is the identity matrix.)
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1. Defining the duality functor. Define the functor ∗ by

Hom(V ∗, X) = 〈V,X〉(5.3.8)

(see Lemma 5.3.1). Then the previous lemma immediately implies V ∗
i ≃ Vi∗ (not

canonically!). It is easy to see from this that ∗ is an anti-equivalence of categories.
In particular, this implies that every object V ∈ C is completely determined by the
functor 〈V, ·〉 = Hom(V ∗, ·).

Note that if the MS data come from the structure of a weakly ribbon category
on C (see Proposition 5.3.3), then the ∗ functor defined above coincides with the
one given by the rigidity axioms.

2. R =
⊕
V ∗
i ⊠ Vi. To prove this, let us write R ≃ ∑

Xi ⊠ Vi for some
Xi ∈ ind−C. The isomorphism G gives, in particular, an isomorphism

〈A, V ∗
i 〉 ≃

⊕
〈A,Xi〉 ⊗ 〈Vi, V ∗

i 〉.
Since 〈Vi, V ∗

i 〉 = Hom(V ∗
i , V

∗
i ) = k, we get canonical isomorphisms 〈A, V ∗

i 〉 =
〈A,Xi〉. Thus, we have constructed an isomorphism R ≃ ⊕

V ∗
i ⊠ Vi such that the

isomorphism G : 〈X,Y 〉 ≃ 〈X,R〉 ⊗ 〈R, Y 〉 is given by (5.3.6).
3. Tensor product. Define the functor ⊗ : C⊠2 → C by

〈X,A⊗B〉 = 〈X,A,B〉,(5.3.9)

(it is well defined by the results of Step 1). More generally, define the tensor product
of n objects by the following formula:

〈X,A1 ⊗ · · · ⊗An〉 = 〈X,A1, . . . , An〉.
Next, define isomorphisms

(5.3.10) A1 ⊗ · · · ⊗Ai ⊗ (B1 ⊗ · · · ⊗Bk)⊗Ai+1 ⊗ · · · ⊗An

≃ A1 ⊗ · · · ⊗Ai ⊗B1 ⊗ · · · ⊗Bk ⊗Ai+1 ⊗ · · · ⊗An

as the following composition:

〈X,A1, . . . , Ai, B1 ⊗ · · · ⊗Bk, Ai+1, . . . , An〉
≃ 〈X,A1, . . . , Ai, R,Ai+1, . . . , An〉 ⊗ 〈R,B1 ⊗ · · · ⊗Bk〉
≃ 〈X,A1, . . . , Ai, R,Ai+1, . . . , An〉 ⊗ 〈R,B1, . . . , Bk〉
≃ 〈X,A1, . . . , Ai, B1, . . . , Bk, Ai+1, . . . , An〉,

where the isomorphisms are, respectively, G−1, the definition of tensor product,
and G.

Lemma 5.3.10. Let X be an expression of the form

X = (A1 ⊗ (A2 ⊗ · · · ))⊗An

with any grammatically correct parentheses arrangement (parentheses may enclose
any number of factors). Then any two isomorphisms

ϕ : X ≃ A1 ⊗ · · · ⊗An,

obtained as a composition of the morphisms of the form (5.3.10), are equal.

Proof. Easy induction arguments show that it suffices to prove this statement
in the case when we have just two pairs of parentheses. Thus, we need to consider
the arrangements of the form · · · (· · · (· · · ) · · · ) · · · and · · · (· · · ) · · · (· · · ) · · · . For
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both of them the statement easily follows from the definitions and the associativity
of G.

This shows that ⊗ is indeed associative; in particular, we can define associa-
tivity constraint A⊗ (B ⊗ C) ≃ (A⊗B)⊗ C which satisfies the pentagon axiom.

4. Unit. Define the object 1 ∈ C by

〈1, X〉 = 〈X〉(5.3.11)

(as before, it is well defined due to the results of Step 1).
Define morphisms 〈A1, . . . , Ai,1, Ai+1, . . . , An〉 ≃ 〈A1, . . . , Ai, Ai+1, . . . , An〉 as

the following composition

〈A1, . . . , Ai,1, Ai+1, . . . , An〉 ≃ 〈A1, . . . , Ai, R,Ai+1, . . . , An〉 ⊗ 〈1, R〉
≃ 〈A1, . . . , Ai, R,Ai+1, . . . , An〉 ⊗ 〈R〉 ≃ 〈A1, . . . , Ai, Ai+1, . . . , An〉.

Note that this construction remains valid for n = 0, in which case, using the
normalization axiom, we get

〈1〉 = k.(5.3.12)

Using the definition of tensor product, we see that the isomorphism

〈X,A1, . . . , Ai,1, Ai+1, . . . , An〉 ≃ 〈X,A1, . . . , Ai, Ai+1, . . . , An〉
gives rise to an isomorphism

A1 ⊗ · · · ⊗Ai ⊗ 1⊗Ai+1 ⊗ · · · ⊗An ≃ A1 ⊗ · · · ⊗Ai ⊗Ai+1 ⊗ · · · ⊗An.(5.3.13)

Lemma 5.3.11. The following diagram, with the horizontal map given by the
associativity isomorphism and the two others by the unit isomorphisms (5.3.13), is
commutative:

A⊗ (1⊗B)

""DD
DD

DD
DD

// A⊗ 1⊗B

~~||
||

||
||

A⊗B

.

Proof. Looking at the definitions, we see that the statement is equivalent to
the commutativity of the following diagram:

〈X,A,R′〉 ⊗ 〈R′,1⊗B〉 −−−−→ 〈X,A,R′〉 ⊗ 〈R′, B〉 −−−−→ 〈X,A,B〉
y

x

〈X,A,1, B〉 −−−−→ 〈X,A,R′′, B〉 ⊗ 〈1, R′′〉 −−−−→ 〈X,A,R′′, B〉 ⊗ 〈R′′〉
where, as before, R′ and R′′ are two copies of R. But this easily follows from the
associativity of G applied to the space 〈X,A,R′′, R′〉 ⊗ 〈1, R′′〉 ⊗ 〈R′, B〉. We leave
the details to the reader.

Corollary 5.3.12. The isomorphisms 1 ⊗X
∼−→ X and X ⊗ 1

∼−→ X, given
by (5.3.13), satisfy the triangle axiom.

Combining this fact with the MacLane coherence theorem (Theorem 1.1.9), we
see that the MS data indeed defines a structure of a monoidal category on C.

5. Definition of 〈 〉. Using the unit isomorphisms (5.3.13), we can identify
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〈A1, . . . , An〉 ∼−→ 〈1, A1, . . . , An〉 ∼−→ Hom(1∗, A1 ⊗ · · · ⊗An).

Next, let us construct an isomorphism 1
∼−→ 1∗. Using (5.3.12), we can write

Hom(1∗,1) = 〈1〉 = k. Thus, 1 ∈ k gives an isomorphism 1
∼−→ 1∗; combining this

isomorphism with the previous identity, we can identify

〈A1, . . . , An〉 ≃ Hom(1, A1 ⊗ · · · ⊗An).(5.3.14)

6. Commutativity isomorphism. Define the commutativity isomorphism
σ : A⊗B → B ⊗A using the following composition:

〈X,A⊗B〉 = 〈X,A,B〉 σ−→ 〈X,B,A〉 = 〈X,B ⊗A〉.
Then one easily sees that the Hexagon axioms given in Theorem 1.2.5(iii) are im-
mediate corollaries of the Hexagon axioms for MS data. Thus, the MS data defines
a structure of a BTC on C.

7. Balancing. Consider the functorial isomorphism

〈V,X〉 σ−1

−−→ 〈X,V 〉 Z−→ 〈V,X〉.(5.3.15)

By Lemma 5.3.1, there exists a functorial isomorphism θV : V
∼−→ V such that the

above composition is given by θV ⊗ idX . One easily checks that θ1 = id and that

θ−1
W1

= ZσW1,W2⊗···⊗Wn = σW2⊗···⊗Wn,W1Z
−1 : 〈W1, . . . ,Wn〉 ∼−→ 〈W1, . . . ,Wn〉

(this is where we need the Dehn twist axiom MS7).
To prove the identity θA⊗B = σB,AσA,B(θA ⊗ θB), note that it is equivalent to

σB,AσA,BθAθ
−1
C θB = id: 〈A,B,C〉 ∼−→ 〈A,B,C〉,(5.3.16)

which follows from the identities?!
θ−1
A = ZσA,BC = ZσA,CσA,B ,

θ−1
B = σB,AZσB,C ,

θ−1
C = ZσA,CZσB,C .

Finally, we leave it to the reader to show that the Dehn twist axiom MF7 is
essentially equivalent to the identity θV ∗ = θ∗V . Thus, the so defined θ satisfies the
balancing axioms (2.2.8)–(2.2.10).

This completes the proof of Theorem 5.3.8.

It would be nice if we had some axiom for MS data which would automatically
ensure that the corresponding BTC is rigid. However, the only way of doing it that
we know of is explicitly imposing the rigidity condition. (It is claimed in [MS2]
that rigidity follows from the other axioms; however, at some point, they say “we
can check the universality property” without doing it explicitly—we were unable
to reconstruct their arguments.)

In the semisimple case the rigidity condition is equivalent to the non-vanishing
of certain coefficients, which shows that “almost all” weakly rigid semisimple cate-
gories are rigid.

Let C be a semisimple weakly rigid monoidal category such that V ∗∗ ≃ V (as
discussed above, this holds for any category obtained from MS data). Let ϕi : V

∗
i →
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V ∗
i ⊗ Vi ⊗ V ∗

i be given by ϕi = id⊗iVi . Using the associativity isomorphism, we
can write

ϕi = ai ⊗ id+
∑

j 6=0

ψj ,

where ai are certain morphisms 1 → V ∗
i ⊗ Vi, and ψj are some morphisms which

are obtained as the composition

V ∗
i → Vj ⊗ V ∗

i

ψ′
j⊗id

−−−−→ (V ∗
i ⊗ Vi)⊗ V ∗

i .

Note that since V ∗
i ⊗ Vi contains 1 with multiplicity one, the morphisms ai lie in a

one-dimensional space.

Proposition 5.3.13. Let C be a semisimple weakly rigid monoidal category
such that V ∗∗ ≃ V , and let ai : 1 → V ∗

i ⊗ Vi be defined as above. Then C is rigid
iff ai 6= 0 for all i ∈ I.

Proof. If C is rigid, then eViai = 1, which immediately follows from taking
composition of ϕi with eVi ⊗ id. Thus, ai 6= 0. Conversely, assume that ai 6= 0.
Then define eVi : V

∗
i ⊗ Vi → 1 by the condition eViai = 1; since V ∗

i ⊗ Vi contains
1 with multiplicity one, this is possible. From this condition, we immediately see
that the composition

V ∗
i

id⊗iVi−−−−→ V ∗
i ⊗ Vi ⊗ V ∗

i

eVi
⊗id−−−−→ V ∗

i

is equal to identity; thus, the second rigidity axiom (2.1.6) is satisfied.
To check the first rigidity axiom, denote the composition

Vi
iVi

⊗id−−−−→ Vi ⊗ V ∗
i ⊗ Vi

id⊗eVi−−−−→ Vi

by ci; since End(Vi) = k, ci is a number. We need to show that ci = 1.
Consider the composition

Φ: 1
i⊗i−−→ Vi ⊗ V ∗

i ⊗ Vi ⊗ V ∗
i

id⊗e⊗id−−−−−→ Vi ⊗ V ∗
i .

From the second rigidity axiom (already proved), Φ = iVi . On the other hand,
form the definition of ci, we have Φ = ciiVi . This proves ci = 1 and thus, the first
rigidity axiom for Vi.

Therefore, if ai 6= 0, then Vi is rigid. But since a direct sum of rigid objects is
again rigid, every object in C is rigid.

5.4. Modular functor in genus zero and tensor categories

In this section we prove the first main theorem of this chapter, establishing that
the axioms of a (weakly) ribbon category are essentially equivalent to the axioms
of a modular functor in genus zero.

Let C be a semisimple abelian category with representatives of the equivalence
classes of simple objects Vi, i ∈ I. Let us call a C-extended modular functor in genus
zero the same data as in Definition 5.1.12 but with the spaces τ(Σ) defined only
for Σ of genus zero; therefore, the only gluing allowed is the gluing of two different
connected components.

Theorem 5.4.1 (Moore–Seiberg [MS1]). Let C be a semisimple weakly ribbon
category. Then there is a unique C-extended genus zero modular functor satisfying
the properties (i)–(iii) below.
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(i) For the standard sphere S0,n (see (5.2.1)):

τ(S0,n;W1, . . . ,Wn) = HomC(1,W1 ⊗ · · · ⊗Wn) =: 〈W1, . . . ,Wn〉.(5.4.1)

(ii) R =
⊕
V ∗
i ⊗ Vi, and the isomorphism s : R

∼−→ Rop is given by (2.4.8).
(iii) We have:

z∗ = Z, b∗ = σ,(5.4.2)

where the homeomorphisms z, b are defined by (5.2.2), and the isomorphisms Z, σ
are defined by (5.3.5), (5.3.7). Also, for every k, l ≥ 0, the composition

τ(S0,k+1; . . . , R
(1))⊗ τ(S0,l+1;R

(2), . . . ) → τ(S0,k+1 ⊔k+1,1 S0,l+1)
(αkl)∗−−−−→ τ(S0,k+l),

where the first arrow is the sewing isomorphism (5.1.1) and αkl is as in (5.2.3),
coincides with the isomorphism G defined by (5.3.6).

This modular functor is non-degenerate and has the following properties :
(iv) Let ti : S0,n → S0,n be the Dehn twist around ith puncture. Then, under

the isomorphism (5.4.1), (ti)∗ is given by the twist

θWi : HomC(1,W1 ⊗ · · · ⊗Wn) → HomC(1,W1 ⊗ · · · ⊗Wn).

(v) If C is rigid, then this modular functor is unitary, with the pairing (5.1.2)

〈, 〉S0,n : HomC(1,W1 ⊗ · · · ⊗Wn)⊗HomC(1,W
∗
n ⊗ · · · ⊗W ∗

1 ) → k

given by

〈ϕ, ψ〉 : 1 → 1⊗ 1 →W1 ⊗ · · · ⊗Wn ⊗W ∗
n ⊗ · · · ⊗W ∗

1 → 1.

Here we identify k = End(1) and use the fact that for a standard sphere S0,n, there

is a canonical isomorphism S0,n
∼−→ S0,n, which reverses the order of the punctures.

This isomorphism is given by the reflection around the imaginary axis.
Conversely, let τ be a non-degenerate genus zero C-extended MF. Then there is

a unique structure of a weakly ribbon category on C such that the above properties
(i)–(iii) hold.

Proof. The proof is based on the comparison of the results of Sections 5.2
and 5.3. Since by Theorem 5.3.8 the structure of a weakly ribbon category on C
is equivalent to what we called MS data, it suffices to show that a non-degenerate
genus zero MF defines MS data and vice versa.

Let us assume we are given a collection of MS data. To construct a genus zero
MF, let us first consider the pairs (Σ,M), where M = (C, {ψa}) is a parameteriza-
tion of Σ (see Definition 5.2.1). For each such pair, define the vector space τ(Σ,M)
as follows. For every cut c, take a copy Rc of the object R, and define

τ(Σ,M) =
⊗

a

τ(S0,na),(5.4.3)

where the index a runs through the set of connected components of Σ \C, and for

each connected component Σa, we assign R
(ε)
c to every boundary component of Σa

which is a cut, where ε ∈ {1, 2} is chosen so that for one of the occurrences of Rc we
take ε = 1 and for the other we take ε = 2 (note that each Rc appears exactly twice
in (5.4.3)). Since R is symmetric, it does not matter which occurrence is which.
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More explicitly, the same formula can be written as follows. For each cut c ∈ C,
choose one of its sides as “positive” and the other as “negative”. Then we can define

τ(Σ,M) =
⊕

ic∈I, c∈C

⊗

a

τ(S0,na),(5.4.4)

where the sum is taken over all ways to assign an index ic ∈ I to every cut c ∈ C,
and for each connected component Σa of Σ \ C we assign Vic to its boundary
component if it is the positive side of the cut c, and V ∗

ic if it is the negative side of
the cut c. This formula depends on the choice of “positive” side for each cut; to
identify the formulas corresponding to different choices, one has to use the canonical
isomorphism V ∗

i ⊠ Vi
∼−→ Vi∗ ⊠ V

∗
i∗ defined in (2.4.8).

For example, if Σ is a sphere with 4 holes which we index by α, β, γ, δ, and ϕ is
a parameterization with one cut c as in Figure 5.16, then the above formula gives

τ(Σ, ϕ;Wα,Wβ ,Wγ ,Wδ) = 〈Wα,Wβ , R
(1)〉 ⊗ 〈R(2),Wγ ,Wδ〉

=
⊕

i∈I

〈Wα,Wβ , Vi〉 ⊗ 〈V ∗
i ,Wγ ,Wδ〉.

δ

c

βα

γ

Figure 5.16

Of course, every extended surface Σ can be parametrized in many ways. How-
ever, if we construct a system of isomorphisms fM,M ′ : τ(Σ,M ′)

∼−→ τ(Σ,M), com-
patible in the following sense: fM,M ′fM ′,M ′′ = fM,M ′′ , then we can identify all of
these spaces with each other and define the space τ(Σ), which is canonically iso-
morphic to each of τ(Σ,M) (see a formal definition in the proof of Theorem 4.4.3).

Moreover, such a system of isomorphisms would automatically give a represen-
tation of the extended mapping class groupoid Teich, as follows. Let f : Σ1

∼−→ Σ2

be a homeomorphism of extended surfaces, and letM2 be a parameterization of Σ2.
Then f gives rise to a parameterization M1 of Σ1 in the obvious way. Moreover,
f establishes a one-to-one correspondence between the cuts C1 on Σ1 and C2 on
Σ2, and between the components (Σ1)a and (Σ2)a. Thus, f gives rise to an iden-
tification τ(Σ1,M1) =

⊕
ic∈I, c∈C1

⊗
a τ(S0,na) = τ(Σ2,M2). Combining this with

the isomorphisms τ(Σ1) = τ(Σ1,M1), τ(Σ2) = τ(Σ2,M2), we get an isomorphism

f∗ : τ(Σ1)
∼−→ τ(Σ2). We leave it to the reader to check that this isomorphism

does not depend on the choice of M2 and satisfies (fg)∗ = f∗g∗, id∗ = id. Also, it
is immediately obvious from (5.4.3) that the so constructed modular functor will
satisfy the gluing axiom.

Therefore, our goal is to construct a compatible system of isomorphisms τ(Σ,M ′)
∼−→

τ(Σ,M). By Theorem 5.2.3, every two parameterizations can be connected by a
sequence of simple moves Z,B, F ; let us assign to these moves the isomorphisms
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Z, σ,G given by the MS data. A comparison of the axioms MF1–MF7 and MS1–
MS7 shows that all the relations among the moves Z,B, F also hold for their ana-
logues Z, σ,G; the only relation which is not immediately obvious is the cylinder
axiom MF5, but it follows from the functoriality of the morphisms Z, σ,G. Thus,
every MS data defines a genus zero MF.

The construction in the opposite direction is quite similar. Assume that we
have a genus zero MF. Define the functors 〈 〉 and the isomorphisms Z, σ,G as in
the statement of the theorem. Again, a comparison of the axioms MF1–MF7 and
MS1–MS7 shows that these data satisfy the axioms of MS data. This completes
the proof of Theorem 5.4.1.

?!

Example 5.4.2. Consider the surface Σ and the “associativity move” M
Fc
 

M0

F−1

c′

 M ′ shown in Figure 5.17. Assign to the boundary components α, . . . , δ
objects A, . . . , D. Then:

τ(Σ,M) =
⊕

i∈I

〈A,B, Vi〉 ⊗ 〈V ∗
i , C,D〉,

τ(Σ,M0) = 〈A,B,C,D〉,
τ(Σ,M ′) =

⊕

j∈I

〈D,A, Vj〉 ⊗ 〈V ∗
j , B, C〉.

Then the corresponding isomorphisms τ(Σ,M) → τ(Σ,M0) → τ(Σ,M ′) are given
by Figure 5.18 below.

δ

c

βα

γ

Fc−→

γδ

α β

F−1

c′−−−→

γ
c

δ

α β

.

Figure 5.17. Associativity move.

Ψ

D

Φ

A B i i C

→
ΨΦ

D

i

A B C

→
∑

j∈I

1

|I|dj ΨΦ

D

i

CBjjA

.

Figure 5.18. Associativity isomorphism.
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5.5. Modular categories and modular functor for zero central charge

In this section, we will show, developing the ideas of the previous section, that
the notion of a modular functor (for arbitrary genus) is equivalent to the notion of
a modular tensor category. Recall that for every modular category we have defined
the numbers p± by (3.1.7). In this section we consider the special case of modular
categories with p+/p− = 1. (For the modular categories coming from conformal
field theory this identity holds if the Virasoro central charge of the theory is equal
to 0 (cf. Remark 3.1.20), hence the title of this section.)

Theorem 5.5.1. Let C be a modular tensor category with p+/p− = 1. Then
there exists a unique C-extended modular functor τ which satisfies conditions (i)–
(iii) of Theorem 5.4.1. This MF is non-degenerate and satisfies conditions (iv), (v)
of Theorem 5.4.1 and condition (vi) below.

(vi) Let S1,1 be the torus with one hole. Identify

τ(S1,1;A) =
⊕

〈A, Vi, V ∗
i 〉 =

⊕
Hom(A∗, Vi ⊗ V ∗

i )

using the parameterization of S1,1 shown in Figure 5.12. Let s : S1,1 → S1,1 be as
defined in (5.1.5). Then the corresponding

s∗ = S :
⊕

Hom(A∗, Vi ⊗ V ∗
i ) →

⊕
Hom(A∗, Vi ⊗ V ∗

i )(5.5.1)

is given by Theorem 3.1.17.
Conversely, let C be a semisimple abelian category, and let τ be a non-degenerate

C-extended MF. Assume for simplicity that the corresponding structure of a monoidal
category on C (see Theorem 5.4.1) is rigid. Then C is a modular tensor category
with p+ = p−; in particular, it has only a finite number of simple objects.

Proof. Assume that C is a modular category. By Theorem 5.4.1, the structure
of a modular category on C defines a genus zero MF. Therefore, we only need to
show that this MF can be extended to positive genus. In order to do this, by
Theorem 5.2.9, we need to define an isomorphism S : τ(S1,1,M)

∼−→ τ(S1,1,M
′),

where S1,1 is the standard torus and M,M ′ are the parameterizations shown in
Figure 5.12, and then check that relations MF8, MF9 are satisfied.

Note that by definition

τ(S1,1,M ;A) = τ(S1,1,M
′;A) =

⊕

i

〈A, Vi, V ∗
i 〉 = Hom(A∗, H),

where, as before, H =
⊕
Vi⊗V ∗

i . Thus, defining an isomorphism S : τ(S1,1,M)
∼−→

τ(S1,1,M
′) is the same as defining a functorial system of isomorphisms Hom(A∗, H)

∼−→
Hom(A∗, H) for every object A. By Lemma 5.3.1, this is the same as defining an
isomorphism S : H → H .

Let us first show that if we define S as in the statement of the theorem, then
relations MF8, MF9 are satisfied. Relations MF8 immediately follow from Theo-
rem 3.1.17 and the assumption p+ = p−.

To check relation MF9 for a torus with two holes, let us rewrite it in terms of
tensor categories. ?!

Lemma 5.5.2. Let C be a semisimple ribbon category with finite number of sim-
ple objects, and let S be an isomorphism

S =
⊕

Sji :
⊕

Vi ⊗ V ∗
i →

⊕
Vj ⊗ V ∗

j .(5.5.2)
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Then relation MF9 for S is equivalent to the following condition:

kjS

i

k k i

j j

= Ski

i

kk i

jj

i

(5.5.3)

for every i, j, k ∈ I.

The proof of this lemma will be given after the proof of the theorem.
It is easy to check that the operator S defined by (3.1.32) satisfies (5.5.3).
Now, let us prove uniqueness. Assume that we have defined an operator S

of the form (5.5.2) such that relations MF8, MF9 are satisfied. Rewrite relation
MF9 in the form (5.5.3), put j = 0 and note that Sk0 : 1 → Vk ⊗ V ∗

k is a non-
zero multiple of iVk

. This immediately implies that Ski = akS
st
ki for some non-

zero constant ak, where we temporarily denoted by Sst the operator defined by
(3.1.32). Equivalently, we can write S = ASst, where the operator A : H → H is
“diagonal”: A|Vi⊗V ∗

i
= ai id. Now, let us use the axiomMF8. In particular, we have

TSTST = S. Since S = ASst, and A commutes with T , we get TSstTASstT = Sst.
On the other hand, the operator Sst itself satisfies the axiom MF8, and thus,
TSstTSstT = Sst. This implies A = id, S = Sst.

The proof of the converse statement—that a MF defines a structure of a mod-
ular category—is trivial. Indeed, the identity τ(Σ) =

⊕
EndVi for Σ being a torus

without punctures implies that C has only finitely many simple objects (since τ(Σ)
is finite dimensional). Thus, we only have to check that the matrix s̃, defined in
(3.1.1), is non-degenerate. But the identity S = ASst and the invertibility of S
imply that Sst is invertible.

Proof of Lemma 5.5.2. Consider the diagram in Figure 5.15. Let m1 be the
graph in the upper left corner; for convenience, replace the graph m in the lower
right corner by m2 = Fc4(m). Then the vector spaces τ(Σ,m1) and τ(Σ,m2) are
given by

τ(Σ,m1) =
⊕

i,j

〈V ∗
j , A, Vi〉 ⊗ 〈V ∗

i , B, Vj〉,

τ(Σ,m2) =
⊕

k

〈A, Vk, V ∗
k , B〉,

(5.5.4)

where A,B are the objects assigned to the boundary components α, β respectively
(see (5.4.4)).

Then relation MF9 can be written as follows: for every Φ⊗Ψ ∈ 〈V ∗
j , A, Vi〉 ⊗

〈V ∗
i , B, Vj〉, we have f(Φ ⊗ Ψ) = g(Φ ⊗ Ψ), where f is the isomorphism given by

the composition of moves forming the left side and the bottom of the commutative
diagram, and g—by the moves on the top and the right side. We represent this
identity pictorially, using Example 5.4.2, Eq. (5.2.9), and the graphical calculus of
Section 2.3.

A simple manipulation with figures shows that:
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f(Φ⊗Ψ) =

Ψ

Ski

Φ

θ-1

B

j

k
k

ii

A
, g(Φ⊗Ψ) =

ΨΦ

θ-1 Skj

j

BA
k

k

j
i

.

The identity f(Φ⊗Ψ) = g(Φ⊗Ψ) ∀Φ is equivalent to:

Ψ

Ski

i

k
k

i

B

j

.
=

Ψ

Skj

i

k

j j

kB
.

We manipulate this as follows:

Ψ S

i

ki

i

k kB

j

.
=

Ψ

Skj

B

j ji

k k

,

and then cancel Ψ, to get:

ki

j

S

i

k k

ji

i

.
=

S

i

kj

j j

k k

i

j

.

From this it is easy to get the statement of the lemma.

Corollary 5.5.3. Let C be an MTC with p+ = p−. Denote

τ(g;W1, . . . ,Wn) = HomC(1, H
⊗g ⊗W1 ⊗ · · · ⊗Wm)

where H =
⊕
Vi ⊗ V ∗

i . Then we have an action of the pure mapping class group
Γ′
g,n on this space. In particular, for g = 1, n = 1 this action coincides with the

one defined in Theorem 3.1.17.
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Indeed, let τ(Σ) be the modular functor corresponding to C; then it is easy to
see, using the gluing axiom, that if Σ is a surface of genus g then τ(Σ;W1, . . . ,Wn)
is (not canonically) isomorphic to the space τ(g;W1, . . . ,Wn) defined above.

Remark 5.5.4. In fact, Corollary 5.5.3 also holds for modular categories with
p+/p− 6= 1 if we replace the word “action” by “projective action”. This will be
discussed in Section 5.7.

Exercise 5.5.5. Prove the following formula for the dimension of the space
τ(g) for g ≥ 1 (n = 0):

dim τ(g) =
∑

i∈I

(
1

s20i

)g−1

.(5.5.5)

Hint: Prove that dim τ(g) = tr(ag−1), where aij = dim τ(g = 1;Vi, V
∗
j ), i, j ∈ I.

Then prove that a =
∑
kNkNk∗ , where Nk is defined as in Proposition 3.1.12, and

use the Verlinde formula to diagonalize a.

5.6. Towers of groupoids

Looking at the previous two sections, one is tempted to say that there is some
“universal” set of relations which must hold in any weakly ribbon category, and
these relations happen to coincide with the relations for the mapping class group.
In this section we sketch the appropriate language in which one can formulate this
and other related results. Therefore, we do not really prove any new results here,
and we allow ourselves to be somewhat informal.

Let us start by considering our main example: the Teichmüller tower Teich.
By definition, Teich is a category with objects all extended surfaces, and morphisms
isotopy classes of homeomorphisms of extended surfaces (see Definition 5.1.7(i)).
This category is a groupoid, i.e., any morphism in Teich is invertible. It also has
some additional structures which played an important role in the previous sections:
the disjoint union and gluing of surfaces. The general definition of a tower of
groupoids will be modeled on this example, so let us study it in more detail.

Temporarily, let us denote Teich by T . Below we list its properties.
(a) T is a groupoid.
(b) The disjoint union of surfaces ⊔ : T × T → T and the empty surface ∅ ∈

ObT provide T with the structure of a symmetric tensor category.
(c) There is a functor A : T → Sets: for a surface Σ, A(Σ) = π0(∂Σ) is the

set of its boundary components. Here Sets is the groupoid with objects finite sets,
and morphisms bijections. Note that A(Σ1 ⊔ Σ2) = A(Σ1) ⊔ A(Σ2) and A(∅) = ∅
(canonical isomorphisms). In other words, A is a tensor functor.

(d) There is a gluing operation: for every surface Σ ∈ ObT and an unordered
pair α, β ∈ A(Σ), we have the surface Gα,β(Σ) = ⊔α,β(Σ) obtained by identification
of the boundary components α, β (cf. Definition 5.1.12(iv)). The gluing satisfies the
following properties:

Compatibility with A: A(Gα,β(Σ)) = A(Σ) \ {α, β}.
Compatibility with ⊔: if α, β ∈ A(Σ1), there is a canonical functorial iso-

morphism Gα,β(Σ1 ⊔ Σ2) = (Gα,βΣ1) ⊔ Σ2 .
Associativity: if α, β, γ, δ ∈ A(Σ) are distinct, then there exists a canonical

functorial isomorphism Gα,βGγ,δ(Σ) = Gγ,δGα,β(Σ).
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Functoriality: for each morphism f : Σ → Σ′, we have an isomorphismGf : Gα,β(Σ) →
Gα′,β′(Σ′), where α′ = A(f)(α), β′ ∈ A(f)(β) are the corresponding ele-
ments in A(Σ′). These isomorphisms satisfy Gf1f2 = Gf1Gf2 and Gid = id.

Definition 5.6.1. A tower of groupoids (or just a tower) is the following col-
lection of data:

(i) A groupoid T ;
(ii) A “disjoint union” bifunctor ⊔ : T × T → T and an object ∅ ∈ ObT

satisfying the axioms of a symmetric tensor category;
(iii) A “boundary functor”: a tensor functor A : T → Sets;
(iv) A “gluing operation”: for every Σ ∈ Ob T and an unordered pair α, β ∈

A(Σ), we have an object Gα,β(Σ) ∈ T . The gluing should be associative, functorial
and compatible with ⊔ and A (see (d) above).

Example 5.6.2. Sets and Teich are towers of groupoids.

Remark 5.6.3. Sometimes it is useful to weaken the above definition by con-
sidering towers in which the gluing operation Gα,β is defined not for all but only
for some pairs α, β. In this case, the identities Gα,β⊔ = ⊔(Gα,β × Id), Gα,βGγ,δ =
Gγ,δGα,β in the definition above should be understood in the following way: if one
side is defined, then the other one is also defined and they are equal.

An example of such a “partial” tower is given by the the Teichmüller tower in
genus zero, Teich0, in which objects are extended surfaces of genus zero and the
functor Gα,β is defined only if α, β belong to different connected components of Σ.

Remark 5.6.4. One can give a definition of what it means for a tower of
groupoids to be presented by generators and relations (but since this is a little
boring, we don’t do it here). Then the results of Section 5.2 (and [BK]) can be
reformulated as giving the generators and relations presentation of the Teichmüller
tower Teich. One notes that this presentation is much simpler than the presenta-
tions for individual mapping class groups Γ(Σ). The idea of using the Teichmüller
tower with the gluing operation for the study of mapping class groups belongs to
Grothendieck [G]. More results in this direction can be found in [HLS].

Before giving more examples of towers, let us reformulate Definition 5.6.1 in
a more functorial way. This will be useful later when we define functors between
towers.

Let T be a tower of groupoids. Then T is a fibered category over Sets. For
any finite set S, the fiber TS over S is the category with objects all pairs (Σ, ϕ)

where Σ ∈ Ob T and ϕ : A(Σ)
∼−→ S is a bijection. A morphism between two

objects (Σ1, ϕ1), (Σ2, ϕ2) ∈ Ob TS is a morphism f ∈ MorT (Σ1,Σ2) such that
ϕ1 = ϕ2 ◦A(f). Since both T and Sets are groupoids, every fiber TS is a groupoid.

A bijection of sets ψ : S
∼−→ S′ gives rise to a functor ψ∗ : TS → TS′ : on objects

ψ∗(Σ, ϕ) = (Σ, ψ ◦ ϕ), and on morphisms ψ∗(f) = f . It is obvious that

(φ ◦ ψ)∗ = φ∗ ◦ ψ∗, id∗ = id;

in particular, all functors ψ∗ are isomorphisms of categories.
Conversely, given a collection of groupoids {TS}S∈ObSets together with equiv-

ariance functors ψ∗ as above, one can reconstruct the groupoid T and the functor
A : T → Sets.
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In terms of these data, ⊔ becomes a collection of functors

⊔S,S′

: TS × TS′ → TS⊔S′ ,

while ∅ ∈ Ob T∅. They satisfy obvious commutativity, associativity and equivari-
ance conditions.

Similarly, the gluing gives a collection of functors

GSα,β : TS → TS\{α,β}, S ∈ ObSets, α, β ∈ S

(the pair α, β is unordered). Indeed, for (Σ, ϕ) ∈ ObTS , we define

GSα,β(Σ, ϕ) = (Σ′, ϕ|A(Σ′)) where Σ′ = Gϕ−1α,ϕ−1β(Σ)

(recall that A(Σ′) = A(Σ)\{ϕ−1α, ϕ−1β}). For a morphism f : (Σ1, ϕ1) → (Σ2, ϕ2)
in TS , we define GSα,β(f) = Gf (recall the functoriality of gluing). Now the proper-
ties of gluing can be restated as follows.

Compatibility with A: already incorporated in the definition.
Compatibility with ⊔: for any two sets S, S ′ and α, β ∈ S, there exists a

canonical isomorphism of functors GS⊔S
′

α,β ◦⊔S,S′

= ⊔S\{α,β},S′ ◦ (GSα,β × Id).
Associativity: if α, β, γ, δ ∈ S are distinct then there exists a canonical iso-

morphism of functors G
S\{γ,δ}
α,β ◦GSγ,δ = G

S\{α,β}
γ,δ ◦GSα,β .

Functoriality: already incorporated in the requirement that GSα,β are func-
tors.

Finally, there is one more property which follows just from the definition of GSα,β .

Equivariance: for any bijection of sets ψ : S
∼−→ S′, we have GS

′

ψα,ψβ ◦ ψ∗ =

(ψ|S\{α,β})∗ ◦GSα,β .
Definition 5.6.5. A tower of groupoids is a collection of groupoids {TS}S∈ObSets

equipped with the following structure:
(i) Equivariance functors ψ∗ : TS → TS′ for any ψ ∈ MorSets(S, S

′), satisfying
(φ ◦ ψ)∗ = φ∗ ◦ ψ∗ and id∗ = id.

(ii) An object ∅ ∈ Ob T∅ and a collection of functors ⊔S,S′

: TS × TS′ → TS⊔S′ ,
satisfying obvious commutativity, associativity and equivariance conditions.

(iii) A collection of functors GSα,β : TS → TS\{α,β}, satisfying the above associa-
tivity, equivariance and compatibility with ⊔.

Proposition 5.6.6. Definitions 5.6.1 and 5.6.5 are equivalent.

Proof. It was already sketched above. The details are left to the reader as an
exercise.

Definition 5.6.7. A tower functor F between two towers of groupoids (T ,⊔, A,G)
and (T ′,⊔′, A′, G′) is a functor F : T → T ′ which preserves all the structure. More
precisely:

(i) There is an isomorphism of functors A ≃ A′ ◦ F . Thus F gives rise to an
equivariant collection of functors FS : TS → T ′

S , S ∈ ObSets.
(ii) F is a tensor functor, i.e., the functors F ◦⊔ and ⊔′ ◦ (F ×F) : T ×T → T ′

are isomorphic.
(iii) For any finite set S, there is an isomorphism of functors FS\{α,β} ◦GSα,β ≃

G′S
α,β ◦ FS : TS → T ′

S\{α,β}. These isomorphisms are equivariant with respect to

bijections of S.
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Exercise 5.6.8. Spell out property (iii) of Definition 5.6.7 in terms of the
gluing operations Gα,β from Definition 5.6.1.

Example 5.6.9. A : T → Sets is a tower functor for any tower T .

There is an even more economical way to reformulate the definition of a tower.
Looking at the equivariance properties of the collections {TS} and {GSα,β}, one
can notice that they can be combined if we allow more maps between sets. We
introduce a category Sets♯ with the same objects as in Sets (i.e., finite sets), but
with more morphisms: all maps between sets that are composed of bijections and
the elementary injections iSα,β : S \ {α, β} →֒ S. (This definition was inspired by

[BFM].) Let Sets♯ be the dual category of Sets♯, i.e., the category with the same

objects but with all arrows inverted. All morphisms in Sets♯ are composed of
bijections and the elementary morphisms

δSα,β : S → S \ {α, β}, S ∈ ObSets♯, α, β ∈ S (unordered).

Now if we define

(δSα,β)∗ = GSα,β : TS → TS\{α,β},

we will have (φ ◦ ψ)∗ = φ∗ ◦ ψ∗ for φ, ψ ∈ MorSets♯ . Note that Sets♯ is again a
symmetric tensor category with respect to ⊔.

Proposition 5.6.10. A tower of groupoids is the same as a symmetric tensor
category T fibered over Sets♯ such that all fibers TS (S ∈ ObSets♯) are groupoids.
In other words, we have parts (i) and (ii) of Definition 5.6.5 with Sets replaced with

Sets♯.
In this language a tower functor F between two towers is just a collection of

functors FS : TS → T ′
S , equivariant with respect to MorSets♯ , and such that the

corresponding functor F : T → T ′ is a tensor functor. A natural transformation Φ
between two tower functors F ,G : T → T ′ is a MorSets♯ -equivariant collection of
natural transformations ΦS between the functors FS ,GS . Then, as usual, F : T →
T ′ is called an equivalence of towers if there exists a tower functor F ′ : T ′ → T
such that the tower functors FF ′ and F ′F are isomorphic to Id.

After introducing all this abstract nonsense let us now give some examples and
applications.

Example 5.6.11. Let C be an abelian category and R ∈ ind−C⊠2 be a sym-
metric object.3 We define the tower of groupoids Fun(C) as follows.

Objects: all pairs (S, F ) where S is a finite set and F is a functor C⊠S → Vecf .
Morphisms: Mor((S1, F1), (S2, F2)) consists of all pairs (f, ϕ) where ϕ : S1

∼−→
S2 is a bijection, f : F1

∼−→ ϕ∗F2 is an isomorphism of functors, and ϕ∗F2 is

the composition C⊠S1
ϕ∗−→ C⊠S2

F2−→ Vecf .
Boundary functor: A(S, F ) = S.
Disjoint union: (S1⊔S2, F1⊗F2 : C⊠(S1⊔S2) → Vecf), and similarly for mor-

phisms. The object ∅ is the obvious one.
Gluing: given byGα,β(S) = S\{α, β} andGα,β(F ) = F (. . . , R(1), . . . , R(2), . . . ),

where R(1), R(2) are put in the places corresponding to the indices α, β.

3Here and below we use the same notation as in Section 2.4.
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Definition 5.6.12. Let C be an abelian category and R ∈ ind−C⊠2 be a sym-
metric object. A representation of a tower T in C is a tower functor ρ : T → Fun(C).

The following theorem, which follows immediately from the definitions, eluci-
dates the notion of a modular functor.

Theorem 5.6.13. A C-extended modular functor is the same as a represen-
tation τ of the Teichmüller tower Teich in C with the additional normalization
condition τ(S2) = id : C0 = Vecf → Vecf .

In a similar way one can rewrite the notion of MS data (see Section 5.3). In
order to introduce the corresponding tower of groupoids MS, we will first need the
following definition.

Definition 5.6.14. A marking graph is a graph m without cycles (a “forest”)
with the following additional data:

(i) The vertices of m are split into two subsets, “internal” and “external”

Vertices(m) = Int(m) ⊔ Ext(m),

so that every external vertex is 1-valent, and there are no edges connecting two
external vertices.

(ii) For every internal vertex v ∈ Int(m), an order on the set of all edges ending
at v is given.

Remark 5.6.15. The marking graphs with 3-valent internal vertices are essen-
tially the same as “Bratelli diagrams” used in physics literature.

Graphs of this type appeared in our discussion of parameterizations of extended
surfaces (see Section 5.2). In the figures, we use ∗ for internal vertices and • for
external vertices. To show the order, we draw the edges in a clockwise order and
mark the first edge by an arrow.

We define a CW complex M0 in a way parallel to the definition of M(Σ) for
genus 0 (see Section 5.2). The vertices of M0 are all marking graphs. We define
the simple moves Z,B, F by Figures 5.5, 5.6 and 5.7, respectively. The relations in
M0 are obtained from MF1–MF7 by forgetting the surfaces.

Example 5.6.16. The Moore–Seiberg tower MS is the tower of groupoids de-
fined as follows.

Objects: all marking graphs.
Morphisms: Mor(m1,m2) consists of all paths in the CW complex M0 con-

necting m1 with m2, modulo homotopy. (In other words, as a groupoid MS
is the fundamental groupoid of M0.)

Boundary functor: A(m) = Ext(m).
Disjoint union and ∅: obvious.
Gluing: if α, β ∈ Ext(m) are in different connected components, then we

define Gα,β(m) to be the graph obtained by identifying the vertices α and
β. The order at the new internal vertex α = β is given by eα < eβ where eα
is the edge of m ending at α.

Note that MS is a “partial” tower in the sense of Remark 5.6.3.

Theorem 5.6.17. Let C be a semisimple abelian category. Then MS data for C
is the same as a non-degenerate representation ρ of the Moore–Seiberg tower MS
in C with the additional normalization condition ρ(∗) = id: Vecf → Vecf , where ∗
is the marking graph with one vertex and no edges.
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Proof. Given a collection of MS data, let us construct a representation ρ of
the tower MS. For a marking graph m, define the functor ρ(m) : C⊠Ext(m) → Vecf
similarly to (5.4.3). In other words, if Wv are the objects assigned to the external
vertices v ∈ Ext(m), then we let

ρ(m)({Wv}) =
⊗

u∈Int(m)

〈Xe1u
, . . . , Xekuu

〉,

where e1u, . . . , e
ku
u are the edges adjacent to u, in the order defined by u, and Xe =

Wv if e connects u with an external vertex v, or Xe = R if e connects two internal
vertices.

The definition of the functorial isomorphisms which we assign to the morphisms
of graphs is obvious. We also have obvious isomorphisms ρ(m1 ⊔m2) ≃ ρ(m1) ⊗
ρ(m2) and ρ(Gα,β(m)) ≃ Gα,β(ρ(m)); in the latter isomorphism both sides coincide

with ρ(m)(. . . , R(1), . . . , R(2), . . . ).
Now, a comparison of the relations MS1–MS7 and the relations MF1–MF7,

used in the definition of M0, shows that the so defined ρ is indeed a representation
of MS.

Conversely, given a representation ρ of the tower MS, define the MS data as
follows:

〈W1, . . . ,Wn〉 = ρ(mn)(W1, . . . ,Wn)

wheremn is the “standard” marking graph, with one internal vertex and n external
vertices. Again, it is clear how to define the isomorphisms Z, σ,G and check that
all the relations are satisfied.

It is clear by its definition that the tower MS is just the projection on the level
of marking graphs of another tower PTeich0: the parametrized Teichmüller tower
in genus zero. On its hand, PTeich0 is the genus zero part of a tower PTeich which
appeared implicitly in Section 5.2 and which we now proceed to define.

Example 5.6.18. The parameterized Teichmüller tower PTeich is the tower of
groupoids defined as follows.

Objects: all pairs (Σ,M), where Σ is an extended surface andM = (C, {ψa})
is a parameterization of Σ (see Definition 5.2.1).

Morphisms: Mor((Σ1,M1), (Σ2,M2)) consists of all pairs (f, ϕ) where f : Σ1
∼−→

Σ2 is a homeomorphism of extended surfaces and ϕ is a path in M(Σ2)
connecting f(M1) with M2. The composition of morphisms is given by
(f, ϕ) ◦ (g, ψ) = (f ◦ g, ϕ ◦ f(ψ)).

Boundary functor: A(Σ,M) = A(Σ) = π0(∂Σ) — the set of boundary com-
ponents of Σ.

Disjoint union and ∅: the usual ones.
Gluing: Gα,β(Σ,M) = (⊔α,β(Σ),⊔α,βM), where ⊔α,β(Σ) is obtained from Σ

by gluing the boundary components α, β, and the parameterization ⊔α,βM
is obtained from M by adding α = β as a new cut and keeping the homeo-
morphisms ψa unchanged.

Note that by Theorem 5.2.9 the path ϕ is uniquely defined by f , so we could
as well omit ϕ from the above definition of morphisms. However, it will be useful
for us to have the definition in this form.
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Now we can reformulate the main results of the previous sections in a much
more transparent way.

Theorem 5.6.19. (i) The towers of groupoids Teich and PTeich are equivalent.
Similarly, their genus zero parts Teich0 and PTeich0 are equivalent.

(ii) The towers PTeich0 and MS are equivalent.

Proof. (i) To prove the first statement, consider the obvious forgetting functor
PTeich → Teich. It suffices to check that this functor is bijective on morphisms.
By Theorem 5.2.9, for every two parameterizations M,M ′ of an extended surface
Σ there exists a unique path in M(Σ) connecting them. Thus, in a pair (f, ϕ) ∈
MorPTeich, the path ϕ is uniquely determined by f , which is equivalent to saying
that the forgetting functor gives a bijection MorPTeich

∼−→ MorTeich. The proof for
genus zero is completely parallel.

(ii) To prove the second statement, consider the functor PTeich0 → MS which
assigns to the pair (Σ,M) the marking graph ofM . Obviously, every marking graph
can be obtained in this way. Thus, it suffices to prove that this functor gives a
bijection of the spaces of morphisms. This is immediate from comparing the moves
and relations and the following rigidity lemma.

Lemma 5.6.20. Let Σ be an extended surface, M ∈ M(Σ) be a parameteriza-

tion, and m the corresponding marking graph. Let f : Σ
∼−→ Σ be a homeomorphism

which preserves the graph m pointwise.4 Then f is homotopic to identity.

This completes the proof of Theorem 5.6.19.

A comparison of the theorems above makes the relation between genus zero
modular functors and weakly ribbon structures on a semisimple category obvious.

5.7. Central extension of modular functor

In Section 5.5 we have constructed a C-extended modular functor (MF) starting
from any modular tensor category C satisfying p+/p− = 1. As with TQFT con-
structed from C, the gluing axiom fails when p+/p− 6= 1. There are two approaches
to deal with the general case.

First, we can content ourselves with a modification of the gluing axiom, which
says that it holds only up to a multiplicative factor. This is similar to the notion
of a projective representation of a group.

The second approach is to try to construct a kind of a “central extension” of the
modular functor. This was done independently by several authors; our exposition
follows an unpublished manuscript [BFM] by Beilinson, Feigin, and Masur.

We begin with some preliminaries. Let V be a symplectic real vector space
of dimension 2g, g ∈ N. Let ΛV be the set of all Lagrangian subspaces of V ,
i.e., maximal isotropic subspaces of V . This is a compact manifold. Let TV be
the Poincaré groupoid of ΛV ; by definition, objects of this groupoid are points of
ΛV and morphisms are homotopy classes of paths connecting two points. It is
convenient to define TV for V = 0 as the category with only one object 0 and
HomT0(0, 0) = Z.

The proof of the following lemma is straightforward and will be omitted.

4It is not sufficient to require that f(m) = m, as f could interchange components of m.
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Lemma 5.7.1. (i) For any two symplectic vector spaces V1, V2, there exists a
canonical map ΛV1 × ΛV2 → ΛV1⊕V2 .

(ii) Let N ⊂ V be an isotropic subspace, i.e., such that the restriction of the
symplectic form on N is 0. Then the space N⊥/N is symplectic, and there exists a
canonical map ΛN⊥/N → ΛV which assigns to a Lagrangian subspace L ⊂ N⊥/N

the subspace π−1(L) ⊂ N⊥ ⊂ V , where π : N⊥ → N⊥/N is the natural projection.
The induced map of fundamental groupoids TN⊥/N → TV is an equivalence.

Corollary 5.7.2. For any point a ∈ ΛV , the fundamental group π1(ΛV , a) is
isomorphic to Z.

Corollary 5.7.2 implies that the group Z acts freely on MorTV (L1, L2) for any
L1, L2 ∈ ΛV . (In other words, MorTV (L1, L2) is a Z-torsor .) Hence we have a
non-canonical identification

MorTV (L1, L2)
∼−→ Z.(5.7.1)

Let us choose such identifications for all L1, L2 ∈ ΛV . If ϕ : L1 → L2 and ψ : L2 →
L3 are two morphisms in TV , corresponding to numbers m,n ∈ Z, then in general
ψϕ : L1 → L3 corresponds to some p 6= m+ n. The difference

µ(L1, L2, L3) := p−m− n(5.7.2)

is called the Maslov index of the subspaces L1, L2, L3.
Let Σ be an extended surface, as in Section 5.1. We denote by cl(Σ) the surface

without boundary obtained from Σ by gluing disks to all boundary circles, and let

H(Σ) := H1(cl(Σ),R).(5.7.3)

The intersection form makes H(Σ) a symplectic space of dimension 2g where g is
the genus of Σ (i.e., of cl(Σ)). Introduce the notations

ΛΣ := ΛH(Σ), TΣ := TΛΣ .(5.7.4)

When Σ is of genus zero, we have H(Σ) = 0 and ΛΣ is a point. In this case, it is
convenient to define TΣ as the category with only one object 0 and HomTΣ(0, 0) = Z.

The next lemma is left as an exercise.

Lemma 5.7.3. (i) There exists a canonical map a : ΛΣ1×ΛΣ2 → ΛΣ1⊔Σ2 . (How-
ever, it is not a homeomorphism.)

(ii) Let the surface Σ be obtained by sewing two surfaces along one boundary
component : Σ = Σ1 ⊔α,β Σ2. Then H(Σ1 ⊔ Σ2) ≃ H(Σ). Therefore, there exists a

canonical homeomorphism gα,β : ΛΣ1⊔Σ2

∼−→ ΛΣ.
(iii) Let Σ be obtained from Σ′ by gluing two boundary circles α1, α2 in the

same connected component : Σ = ⊔α1,α2Σ
′. These two circles give a cycle α ∈

H(Σ). Then we claim that H(Σ′) ≃ α⊥/Rα. Therefore, we have a canonical map

gα1,α2 : ΛΣ′ → ΛΣ which induces an equivalence TΣ′
∼−→ TΣ.

Exercise 5.7.4. Let Σ be an extended surface, and let C be a cut system on Σ,
i.e., a finite set of closed simple non-intersecting curves on Σ such that the connected
components Σa of Σ \ C have genus zero (cf. Definition 5.2.1). By Lemma 5.7.3,
this defines a map

∏
ΛΣa → ΛΣ. Since, by definition, each ΛΣa is a point, this map

gives an element yC ∈ ΛΣ. Show that yC is the subspace in H1(cl(Σ),R) spanned
by the classes [c], c ∈ C.
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Now we can define the “central extension” of the Teichmüller tower which was
defined in Section 5.6.

Definition 5.7.5. The central extension T̃eich of the Teichmüller tower Teich
is the tower of groupoids defined as follows.

Objects: all pairs (Σ, y), where Σ is an extended surface and and y ∈ ΛΣ.

Morphisms: Mor((Σ1, y1), (Σ2, y2)) consists of all pairs (f, φ), where f : Σ1
∼−→

Σ2 is an orientation preserving homeomorphism and φ ∈ MorTΣ2
(f∗y1, y2).

Here f∗ : ΛΣ1 → ΛΣ2 is the map induced from f .
Boundary functor: A(Σ, y) = π0(∂Σ) is the set of boundary components of

Σ.
Disjoint union: (Σ1, y1) ⊔ (Σ2, y2) = (Σ1 ⊔ Σ2, a(y1 ⊕ y2)), where a : ΛΣ1 ×

ΛΣ2 → ΛΣ1⊔Σ2 is as in Lemma 5.7.3(i). The object ∅ is the obvious one.
Gluing: Gα,β(Σ, y) = (⊔α,β(Σ), gα,β(y)), where gα,β : ΛΣ → Λ⊔α,β(Σ) is as in

Lemma 5.7.3(ii), (iii).

This groupoid is a central extension of the usual Teichmüller groupoid in the

following sense: we have an obvious functor T̃eich→ Teich compatible with all the

operations, and for each (Σ, y) ∈ Ob T̃eich, the kernel of the map Aut
T̃eich

(Σ, y) →
AutTeich(Σ) is AutTΣ(y) = Z (see (5.7.1)). In other words, denoting for an extended
surface Σ and y ∈ ΛΣ the extended mapping class group by

Γ̂(Σ, y) := Aut
T̃eich

(Σ, y),(5.7.5)

(up to an isomorphism, this does not depend on the choice of y), we can write the
following exact sequence:

0 → Z→ Γ̂(Σ, y) → Γ(Σ) → 0.(5.7.6)

Note that for Σ of genus zero, ΛΣ is a point, and we have a canonical isomorphism
Γ̂(Σ) = Z× Γ(Σ), i.e., the above exact sequence splits. For positive genus, this is
not so.

Example 5.7.6. Let Σ = S1,1 be the torus with one puncture, and let α, β
be the meridian and the parallel of the torus, so that H(Σ) = R[α] ⊕ R[β] (see
Figure 5.19). Then ΛΣ = RP1 = S1. Let s, t ∈ Γ1,1 be the elements of the mapping
class group defined in Example 5.1.11.

β
α

Figure 5.19

For y = [α] we will describe the central extension Γ̂(Σ, y). Note that t∗([α]) =
[α], s∗[α] = [β]. Let us choose a path φ in ΛΣ connecting the points [β] and [α].
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Now, define elements t̂, ŝ, ĉ ∈ Γ̂(Σ, y) by t̂ = (t, id), ŝ = (s, φ), ĉ = (c, id), where
c = s2 acts on H(Σ) by v 7→ −v, and thus, acts trivially on ΛΣ. Then we claim

that the group Γ̂(Σ, y) is generated by the elements t̂, ŝ, ĉ, γ with the relations

ŝ2 = γĉ, (ŝt̂)3 = ŝ2, γ, ĉ are central,(5.7.7)

where γ = (id, γ) is the generator of the fundamental group π1(ΛΣ, y) = Z.
Similarly, if we consider a torus without punctures, then the mapping class

group Γ(S1,0, y) is generated by the same elements with the additional relation
ĉ2 = 1. The proof of both of these statements is left to the reader as an exercise.

Remark 5.7.7. One sees that for Σ = S1,1, the exact sequence (5.7.6) trivially
splits. For Σ = S1,0, we have Γ(Σ) = SL2(Z), and one can check that the above

exact sequence does not split, but it “splits over Q”: if we denote by Γ̂(Σ, y)Q =

Γ̂(Σ, y)×ZQ the group obtained by adding to Γ̂(Σ) fractional powers of γ, then the
exact sequence

0 → Q → Γ̂(Σ, y)Q → Γ(Σ) → 0

does split. However, it can be shown that for g > 1 the exact sequence (5.7.6) for
Γg,0 does not split even over Q.

Now we can formulate the notion of a modular functor with a central charge.
Recall that we have defined the notion of a representation of a tower of groupoids
in an abelian category C (see Definition 5.6.12), and the modular functor can be
defined as a representation of the Teichmüller tower (see Theorem 5.6.13).

Definition 5.7.8. Let C be an abelian category. A C-extended modular functor

with (multiplicative) central charge K ∈ k× is a representation of the tower T̃eich,
with the additional normalization condition τ(S2) = k, and such that for every
extended surface Σ and y ∈ ΛΣ the generator γ of AutTΣ(y) = Z⊂ Aut

T̃eich
(Σ, y)

acts as multiplication by K.

For those readers who do not like the language of towers of groupoids, this
definition can be spelled out explicitly as follows.

Definition 5.7.9. A modular functor with (multiplicative) central charge K ∈
k× is the following collection of data:

(i) Let Σ be a compact oriented surface with boundary, with a point and an
object of C attached to any boundary circle, and let y ∈ ΛΣ. To any such (Σ, y)
the modular functor assigns a finite dimensional vector space τ(Σ, y).

(ii) To any morphism f̃ : (Σ, y) → (Σ′, y′) the modular functor assigns an iso-

morphism of the corresponding vector spaces f̃∗ : τ(Σ, y)
∼−→ τ(Σ′, y′).

(iii) Functorial isomorphisms τ(∅) ∼−→ k, τ(Σ1 ⊔ Σ2, y1 ⊕ y2)
∼−→ τ(Σ1, y1) ⊗

τ(Σ2, y2).
(iv) A symmetric object R ∈ ind−C⊠2 (see Section 2.4).
(v) Gluing isomorphism: Let Σ′ be the surface obtained from Σ by cutting

Σ along a circle. Then we require that there is an isomorphism

τ(Σ′, y;R(1), R(2)) → τ(Σ, g(y))(5.7.8)

where g is as in Lemma 5.7.3(ii), (iii).
These data have to satisfy the same axioms as in Definition 5.1.12 and the

following additional relation. Note that for every (Σ, y) the group π1(ΛΣ, y) is
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canonically isomorphic to Z. (The orientation of Σ gives a choice for the sign of
the generator γ.) Then we require that γ∗ : τ(Σ, y) → τ(Σ, y) be a multiplication
by K.

Theorem 5.7.10. Any modular tensor category gives rise to a modular functor
with central charge K = p+/p−. Conversely, if τ is a C-extended modular functor
with central charge K, then it defines on C a structure of a weakly ribbon category.
If this category is rigid, then C is a modular category with p+/p− = K.

Proof. The proof is similar to the proof in the case of zero central charge
(p+ = p−). It is based on an analogue of Theorem 5.2.9, giving the set of moves
and relations among the parameterizations. However, now we have to extend the
notion of parameterization as follows.

Let Σ be an extended surface and y ∈ ΛΣ. An extended parameterization M̂
is a pair (M,ϕ), where M is a parameterization of Σ (see Definition 5.2.1), and
ϕ ∈ MorTΣ(y, yM ), where yM ∈ ΛΣ is the Lagrangian subspace defined by the cut
system C of M (see Example 5.7.4).

Since the moves B,F, Z do not change yM , we can lift each of them to a move
between extended parameterizations by letting B̂ = (B, id), etc. We also have a
new move γ : (M,ϕ)  (M,γ ◦ ϕ), where γ is the generator of AutTΣ(yM , yM ) =

Z. Finally, the move S can be lifted to a move Ŝ as in Example 5.7.6. Then
each of relations MF1–MF7 makes sense as a relation among the moves Ẑ, . . . , F̂ .
As for relations MF8, MF9, they can be uniquely lifted to relations among the
moves between the extended parameterizations by replacing Z, . . . S by Ẑ, . . . , Ŝ
and inserting an appropriate power of γ to make it into a closed loop in M̂(Σ).

We will denote the corresponding axioms by MF8̂, MF9̂. Let us also add an axiom
MF1̂0 requiring that γ be central. Then it is easy to deduce from Theorem 5.2.9
that the corresponding 2-complex M̂(Σ) is connected and simply-connected.

Now to show that every MTC defines a modular functor, we can follow the
same approach as before, i.e., first define τ(Σ, y, M̂), and then assign to every move

Ê : M̂  M̂ ′ an isomorphism τ(Σ, y, M̂) → τ(Σ, y, M̂ ′) so that all the relations

MF1–MF1̂0 are satisfied.
Let us define τ(Σ, y, M̂) = τ(Σ,M) (thus, it does not depend on the choice of

y and ϕ) and assign to the moves Ẑ, B̂, F̂ the same isomorphisms as before (i.e.,
Z, σ,G). Assign to γ the isomorphism given by multiplication by p+/p−. Finally,

assign to Ŝ the operator S/
√
p+/p−, where S is defined in Theorem 3.1.17. Explicit

calculation shows that for so defined Ŝ, relations MF8̂, MF9̂ are satisfied. For MF8̂,
this calculation essentially coincides with the one done in Example 5.7.6.

The proof in the opposite direction is absolutely parallel to the one for the
genus zero case; thus, we omit it.

5.8. From 2D MF to 3D TQFT

Starting from a modular tensor category C with p+/p− = 1, we have con-
structed a C-extended 3-dimensional Topological Quantum Field Theory (Section 4.4)
and a C-extended 2-dimensional modular functor (Section 5.1). We have also
showed that conversely, if C is a semisimple abelian category then any C-extended
2-dimensional modular functor gives rise to a structure of a modular category on C
(provided that the rigidity condition is satisfied).
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Schematically, we have:

C-extended 3D TQFT

MTC C

44jjjjjjjjjjjj
fn

&.UUUUUUUUUUU

UUUUUUUUUUU

C-extended 2D MF

.

This indicates that there must be also a direct construction relating (C-extended)
3D TQFT with (C-extended) 2D MF.

3D TQFT → 2D MF. This implication has already been discussed before:
in fact, the axioms of 2D MF (except the gluing axiom) are part of the axioms
of 3D TQFT, cf. Remark 5.1.2. To prove that the gluing axiom also follows from
the axioms of 3D TQFT, we again use the version of extended surface from Defini-
tion 5.1.10.

Let Σ′
V be the surface obtained from a surface Σ by cutting a circle from it

and labeling the two new boundary components with objects V and V ∗, as in
Definition 5.1.12 (see Figure 5.20).

2

ΣcutΣ p

c

p

c c

p1 2

1

Figure 5.20

In accordance with the proof of Proposition 5.1.8, instead of Σ′
V we consider the

surface Σ′′ = Σ′′
V obtained from Σ′

V by replacing the boundary circles with marked
points with tangent vectors at them. We can shrink Σ′′, so that it is “inside” Σ, as
in Figure 5.21 below.

p cut V *V

Σ Σ
Σ

p p
1 2

Figure 5.21

Then we “fill in the space between Σ and Σ′′”, i.e., we consider a 3-manifoldM
with boundary ∂M = Σ⊔Σ′′ (see Figure 5.22). This M is a C-marked 3-manifold,
hence it gives a vector

τ(M) ∈ τ(∂M) ≃ Homk(τ(Σ
′′), τ(Σ)).

Considered as a map τ(Σ′
V ) → τ(Σ), this gives the required gluing map (5.1.1).

One can easily check that this definition is correct and satisfies all the properties
of Definition 5.1.12.
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Figure 5.22

2D MF → 3D TQFT. This implication is much more difficult and, to the
best of our knowledge, no complete construction of it is known. There are two ap-
proaches: the first one, due to L. Crane [C] (see also [Ko]), is based on the Heegaard
splitting; the second one, due to M. Kontsevich and to I. Frenkel (unpublished), is
based on Morse theory.

Following Crane [C], we will construct (non-extended) 3D TQFT starting from
a C-extended 2D MF. We do not know how to extend this construction to a C-
extended 3D TQFT.

We will use the following well-known theorem in topology (for references, see
[Cr]).

Theorem 5.8.1 (Reidemeister–Singer). Let M be a connected closed oriented
3-manifold. Then:

(i) M can be presented as a result of gluing of two solid handlebodies :

M =Mϕ = H1 ⊔ϕ H2,

where ϕ : ∂H1
∼−→ ∂H2. Such a presentation is called a Heegaard splitting.

(ii) Two such Mϕ and Mϕ′ are homeomorphic iff ϕ : ∂H1
∼−→ ∂H2 can be

obtained from ϕ′ : ∂H ′
1

∼−→ ∂H ′
2 by a sequence of the following moves :

(a) H1 = H ′
1, H2 = H ′

2, ϕ
′ is isotopic to ϕ.

(b) H1 = H ′
1, H2 = H ′

2, ϕ
′ = y ◦ ϕ ◦ x, where x ∈ NH1 , y ∈ NH2 and

NH := {homeomorphisms of ∂H which extend to H}.
(c) Stabilization. Let H ′

1 = H1#T , H
′
2 = H2#T , where T is a solid torus and

# denotes a connected sum of topological spaces (see Figure 5.23 below). Let ϕ′ =

ϕ#s, where s : ∂T
∼−→ ∂T is the homeomorphism of the 2-torus which has a matrix(

0 −1
1 0

)
in the standard basis {α, β} of H1(∂T,R). Then Mϕ′ ≃Mϕ#S

3 ≃Mϕ.

# =

Figure 5.23. Connected sum of 3-manifolds.

Now suppose that we have a C-extended modular functor. Let H be a solid
handlebody whose boundary ∂H is a surface of genus g. We will construct a vector
v0(H) ∈ τ(∂H) as follows.
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Choose some non-intersecting “cuts”, i.e., disks embedded in H , which cut
H into contractible pieces. This also gives a system of cuts on ∂H and thus, a
decomposition of ∂H into spheres with holes: ∂H =

⋃
Σa. Consider all possible

labelings i : {cuts} → I of the cutting circles by simple objects of C (see Figure 5.24).

3iV2iV1

iV6i

V

V4

iV5

i

Figure 5.24

Then, by the gluing axiom,

τ(∂H) ≃
⊕

i

⊗

a

τ(Σa; {V εic}c⊂∂Σa).

Here Σa are the components of ∂H , the notation c ⊂ ∂Σa means that the cut c is
one of the boundary components of Σa, and V

ε is either V or V ∗ chosen so that
every Vic appears in the tensor product once as Vic and once as V ∗

ic
.

Let us choose all ic = 0, i.e., all Vic = 1. Then τ(Σa;1, . . . ,1) = k. Therefore,
this gives a vector

v0(H) =
⊗

a

(1 ∈ τ(Σa;1, . . . ,1)) ∈ τ(∂H).

(compare with Remark 4.5.4).

Theorem 5.8.2 (Crane [C]). The vector v0(H) does not depend on the choice
of the cuts. Moreover, v0(H) is NH-invariant.

Proof. Obviously, any two systems of cuts of H into a union of solid balls can
be related to one another by a sequence of the following moves:

(a) the action of NH , and (b) the F-move.
It is easy to see that v0(H) does not change under the move (b). As for (a),

one needs a description of the generators of NH . Such a description is known
[Su]. Then one checks that v0(H) is invariant under these generators—this is not
difficult—we refer to [C], [Ko] for the details.

The fact that v0(H) is NH -invariant follows from (a).

Now we will use Theorems 5.8.1 and 5.8.2 to construct invariants of closed
3-manifolds.

Let M = Mϕ = H1 ⊔ϕ H2 be as in 5.8.1. The map ϕ : ∂H1
∼−→ ∂H2 gives an

isomorphism of vector spaces ϕ∗ : τ(∂H1)
∼−→ τ(∂H2) = τ(∂H2)

∗. We define

τ(M) := Dg−1 (ϕ∗(v0(H1)), v0(H2)),(5.8.1)

where D = s−1
00 is defined by (3.1.15).

The prefactor Dg−1 is chosen in order that τ(M) be invariant under the stabi-
lization move 5.8.1(c). Indeed, let H ′ = H#T . Then ∂H ′ = ∂H#∂T , where ∂T is
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the 2-torus. By the construction of v0(H
′) it is clear that

v0(H
′) = v0(H)⊗ v0(T ).

Then

τ(M ′) = Dg ((ϕ#s)∗(v0(H1)⊗ v0(T )), v0(H
′
2))

= τ(M)D (s∗v0(T ), v0(T )) = τ(M)Ds00 = τ(M).

Therefore, we have constructed an invariant τ of closed 3-manifolds. To con-
struct 3D TQFT, we have to define τ(M) for any 3-manifold M with boundary.
To do so, we need a variant of Heegaard splitting for 3-manifolds with boundary.
There is such a theorem, due to Motto [Mo]. His result is similar to what we had
before, only one has to consider not only handlebodies but also “hollow handle-
bodies”. A hollow handlebody is a handlebody with some parts of its interior cut
out. Hence, it has both “inner” and “outer” boundary. We glue two such hollow
handlebodies by identifying their outer boundaries, the remaining inner boundaries
give the boundary of the resulting 3-manifold.

Then we can repeat the above construction of τ(M) for manifolds M with
boundary. This gives the implication

C-extended 2D MF → (non-extended) 3D TQFT.

In order to go one step further, i.e., to construct a C-extended 3D TQFT, one needs
an analog of Heegaard splitting and Reidemeister–Singer theorem for manifolds with
boundary and marked points. To the best of our knowledge, such a result is not
available at the moment. Hopefully, this is only a temporary difficulty. Finally, let
us note that if we start with a non-extended 2D MF, without gluing axiom, the
construction of 3D TQFT would fail.



CHAPTER 6

Moduli Spaces and Complex Modular Functor

In this chapter, we will rewrite the definition of modular functor in algebro-
geometric terms, i.e., in terms of flat connections with regular singularities on the
moduli spaces, instead of the topological surfaces and mapping class groups in
Chapter 5. In fact, this is how the modular functor originally appeared in conformal
field theory, see, e.g, [MS1], [S]. The exposition in this chapter is based on the
unpublished manuscript [BFM]; similar ideas were also introduced in Deligne’s
letter to Drinfeld.

The complex version of modular functor is best formulated using the language
of connections with regular singularities on the Deligne–Mumford compactification
of the moduli space of complex curves. For readers’ convenience, we give a short
introduction to the theory of moduli spaces and connections with regular singular-
ities.

In this chapter, “complex curve” means “complex projective curve” (thus, it
is compact); unless stated otherwise, the curves are assumed to be connected and
non-singular. We remind that by Riemann’s theorem, every (non-singular) com-
pact Riemann surface is projective. However, unless otherwise specified, we will
consider all manifolds with analytic topology. We assume that the reader is fa-
miliar with some basic notions of algebraic geometry, such as coherent O-modules,
vector bundles, etc.; all the necessary prerequisites can be found, for example, in
[GH].

6.1. Moduli spaces and complex Teichmüller tower

In this section, we give a definition of the Teichmüller tower of groupoids in
terms of moduli spaces of complex curves. Let us first recall the relation between
the moduli space and the mapping class group.

Let Σ be a compact oriented topological surface without boundary. A complex
structure on Σ is an isomorphism class of pairs (C,ϕ) where C is a smooth compact

complex curve and ϕ : C
∼−→ Σ is a homeomorphism preserving orientation. Equiv-

alently, a complex structure on a smooth surface can be defined as a polarization of
the complexified tangent space, i.e., a one-dimensional complex vector sub-bundle

TCΣ ⊂ (TRΣ)⊗R C such that (TRΣ)⊗R C = TC ⊕ TC.
We identify two complex structures on Σ if they can be obtained one from

another by an isotopy of Σ; in other words, we let (C,ϕ) ≃ (C′, ϕ′) if there exists
a commutative square

C
ϕ−−−−→ Σ

f

y g

y

C′ ϕ′

−−−−→ Σ

135
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where f is an isomorphism of complex varieties, and g is an automorphism of Σ
which is homotopic to identity. The set of all complex structures on Σ up to isotopy
is called the Teichmüller space and will be denoted by T (Σ). For a connected surface
of genus g, we will also use the notation Tg.

Denote by Mg the set of isomorphism classes of complex curves of genus g. It
is well known that this set has a natural structure of an analytic variety. We will
call Mg the moduli space of curves of genus g (to be more precise, it is a coarse
moduli space in the terminology of Mumford—see Theorem 6.1.8). The following
result immediately follows from the definitions.

Proposition 6.1.1. The moduli space Mg is isomorphic to Tg/Γg, where Γg
is the mapping class group of a surface of genus g.

The next result is classical, see, e.g., [Ab].

Theorem 6.1.2 (Teichmüller). The set Tg of all complex structures (up to iso-
topy) on a connected surface Σ of genus g has a natural structure of a complex an-
alytic manifold such that the action of Γg is holomorphic. In particular, this gives
a structure of an analytic variety on Mg.

As a real analytic manifold, Tg is isomorphic to R6g−g for g > 1.

Note that Tg 6≃ C3g−3 as a complex analytic manifold.

Example 6.1.3. For Σ of genus 1, i.e., a torus

T1 ≃ H := {z ∈ C | Im z > 0} ≃ R2 .

Then M1 = H/SL2(Z)≃ C .

The above results can be generalized to surfaces with marked points.

Definition 6.1.4. A pointed curve is a complex curve C with an ordered set
of marked points y1, . . . , yn ∈ C and with a non-zero tangent vector vi given at
each point.

Note that choosing a non-zero tangent vector is equivalent to choosing a non-
zero cotangent vector: it can be defined by 〈vi, v∗i 〉 = 1, vi ∈ TyiC, v

∗
i ∈ T ∗

yiC.
One defines isomorphism of pointed curves in an obvious way. Let us denote

Mg,n =the set of isomorphism classes of pointed curves

of genus g with n marked points.
(6.1.1)

As before, we will call Mg,n the moduli space of pointed curves.

Remark 6.1.5. This moduli space is different from the moduli space considered
in [Kn]. The latter space, which we will denote Mn

g , is defined as the set of
isomorphism classes of curves of genus g with n marked points, but without tangent
vectors. However, they are closely related: for example, if g, n are such that there
are no non-trivial automorphisms of a n-pointed genus g curve, then Mg,n is a
(C× )n bundle over Mn

g , so all the results of [Kn] can be easily reformulated for
Mg,n. One can also define more general moduli spaces Mn

g,r in an obvious way;
they will not be used in our work.

Let us define the Teichmüller space Tg,n to be the set of all complex structures
on a surface Σ of genus g with n marked points and tangent vectors up to an isotopy
which fixes the marked points and vectors. This space has a natural structure of
an analytic manifold. Then the previous results can be generalized as follows:
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Theorem 6.1.6. (i) The Teichmüller space Tg,n is contractible.
(ii) Let Γ′

g,n ⊂ Γg,n be the group of automorphisms of an extended topologi-
cal surface of genus g with n boundary components which act trivially on the set
of boundary components. Then this group acts holomorphically on Tg,n, and the
stabilizer of every point is finite.

(iii) As a complex variety, Mg,n ≃ Tg,n/Γ
′
g,n. In particular, Mg,n is connected.

Remark 6.1.7. In fact, it is shown in [DM], [Kn], that Mg,n is an irreducible
quasiprojective algebraic variety over C—this is a difficult theorem.

If the action of Γ′
g,n on the Teichmüller space Tg,n were free, then π1(Mg,n)

would be equal to Γ′
g,n. Unfortunately, the action of Γ′

g,n is not free: the stabilizer
of a point coincides with the group of automorphisms of the corresponding complex
curve. Therefore, in general π1(Mg,n) 6= Γ′

g,n, as can be seen already for g = 1: in
this case, π1(M1,0) = {1}, while Γ0,1 ≃ SL2(Z).

Now, let us discuss in what sense Mg,n is the moduli space of curves. Let us
recall (see, e.g., [Ha]) that a family of curves C over a smooth variety U by definition
is a variety CU with a proper flat morphism π : CU → U , such that π−1(t) = Ct
is a compact complex curve (unless specified otherwise, we will assume that the
fibers are connected). Note that π−1(t) can be singular even if CU is smooth, as
shown by the example of the surface xy = tu in P4. Similarly, a family of pointed
curves is a family CU together with n non-intersecting sections pi : U → CU and a
non-vanishing vertical vector field vi on pi(U) (vertical means that π∗(vi) = 0).

Theorem 6.1.8. Mg,n is the coarse moduli space of curves in the sense of
[MFK]: for every family of pointed curves CU over U , the induced map U → Mg,n,
t 7→ [Ct], is analytic. (Here [C] denotes the isomorphism class of a curve C.)

Unfortunately, it is not true that the construction above gives a bijection

{families of curves over U} ∼−→ {maps U → Mg,n};
in other words, Mg,n is not the fine moduli space. The reason for the failure is
that Mg,n carries no information about the automorphisms of a curve.

Exercise 6.1.9. Let C be a pointed curve, and σ—a non-trivial automorphism
of C. Construct a family of curves Ct over C× such that Ct ≃ C for any t, but this
family is not isomorphic to the direct product C × C× .

It turns out that this was the only problem: if we assume that the curves have
no non-trivial automorphisms, then Mg,n is the fine moduli space.

Theorem 6.1.10. Assume that g > 0, n > 0 or G = 0, n > 1. Then:

1. For every complex curve C of genus g with n marked point, the group of
automorphisms is trivial.

2. The action of the group Γ′
g,n on the corresponding Teichmüller space is free,

so Mg,n = Tg,n/Γ
′
g,n is smooth.

3. Mg,n is the fine moduli space: for every variety S, the functors

S 7→ families of curves of genus g with n marked points over S

and

S 7→ Mor(S,Mg,n)
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are canonically isomorphic. In other words, every family of curves on S can
be obtained as a pull-back of a universal family over Mg,n for a unique map
ψ : S → Mg,n.

It turns out that one can also define a suitable “fine moduli space”Mg,n under
less restrictive assumptions that (g, n) is stable, i.e.

(g, n) 6= (0, 0), (0, 1), (1, 0).(6.1.2)

In this case, the group of automorphisms of every curve C ∈ Mg,n is finite. It turns
out that under this assumption, it is possible to account for these automorphisms
and define a “fine” moduli space, if we allow the moduli space to be not a variety,
but a stack, as defined in [DM], [Ar]. Intuitively, this means that every point of
Mg,n has some additional structure, which encodes the group of automorphisms
of the corresponding curve. Unfortunately, an accurate exposition of the theory
of algebraic stacks goes far beyond the scope of this book; we can only refer the
reader to the Appendix to [Vi] for an introduction to this language. Another
approach, which applies if g, n are such that the generic curve C ∈ Mg,n has
no automorphisms, is to consider Mg,n as an orbifold, or V -variety (see [Sat]).
Finally, the third possibility, used in [TUY], is to consider “local universal families
of curves”, which can be viewed as local charts of the algebraic stack. For our
purposes, we can use any of these approaches: all of them will yield the same
results, and each has its own advantages and disadvantages. We chose to use the
language of algebraic stacks.

We will denote by Mg,n the moduli stack of pointed curves of genus g with n
marked points; as we said, we will not explain what it is, referring the reader to
[DM] instead. Nevertheless, we can say what are points, vector bundles, etc., on
Mg,n. Namely: for a complex manifold S, a morphism S → Mg,n is by definition
the same as a family of pointed complex curves of genus g with n marked points
over S. In particular, this implies that the set of (closed) points of Mg,n is Mg,n.
Similarly, a vector bundle E on Mg,n is the same as a collection of vector bundles
φ∗E for every morphism φ : S → Mg,n, such that this collection is functorial in
S. Local systems, flat connections, etc., can be defined in a similar way. We can
also define a divisor D ⊂ Mg,n as a compatible collection of divisors φ∗D ⊂ S for
every étale (i.e., finite unramified covering) φ : S → Mg,n. Finally, we define the
fundamental group of Mg,n by

π1(Mg,n, C) = {(Ct)0≤t≤1, ϕ0 : C0
∼−→ C,ϕ1 : C1

∼−→ C}/homotopy.

Here Ct is a C
∞ family of complex curves, i.e., a C∞ real manifold Σ with a map

π : Σ → [0, 1] such that dπ 6= 0, and for every t ∈ R, Ct = π−1(t) is a smooth
compact oriented surface, and with a family of complex structures µt in Ct such
that µt is a C

∞ function of t (this should be modified in an obvious way for pointed
curves). Later we will show that in fact, π1(Mg,n) = Γ′

g,n.
Of course, we are just hiding the real problem: why so defined Mg,n is a

reasonable geometric object, i.e., why the standard results about, say, sheaves on
varieties apply to Mg,n? This is indeed a difficult question, and the best we can do
here is to refer to [DM]. Their results show that as far as we are concerned, Mg,n

can be treated in the same way as a non-singular variety: all the standard results
from algebraic geometry we will be using apply to Mg,n.
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As was mentioned above, for g > 0, n > 0 or g = 0, n > 1, Mg,n itself is the
fine moduli space, so in this case we have Mg,n = Mg,n. In general, this is not
true.

From now on, we will useMg,n as the moduli space, and all geometric construc-
tions will be understood in the stack sense. A reader who is not too experienced in
this language can just think of Mg,n as a smooth manifold.

Sometimes, it is convenient to define a slightly different space. Let A be a
finite set. Denote Mg,A = {(C, f)}, where C is a genus g complex curve with
n unordered marked points and non-zero tangent vectors, and f is a bijection ?!
A(C)

∼−→ A, where n = |A|, and A(C) is the set of marked points of C. In other
words, Mg,A is the moduli space of curves of genus g with n marked points labeled
by elements of A, and with non-zero tangent vectors at these points. Obviously, for
A = {1, . . . , n}, this coincides with the definition of Mg,n. One defines the stack
Mg,A in a similar way.

We will also consider the moduli space M∗,n of not necessarily connected n-
pointed curves, and the space M = ⊔n≥0M∗,n. One easily sees that M∗,n is an
unramified finite cover over the space

⊔(Mg1,n1 × · · · ×Mgk,nk
),

where the disjoint union is taken over all finite sequences (g1, n1), . . . , (gk, nk)
such that

∑
ni = n, up to permutation. Thus, we can easily define the stacks

M∗,n,M∗,A. The last stack will be frequently used later, so we state its definition
explicitly:

M∗,A =moduli stack of stable smooth possibly disconnected curves

with unordered marked points and non-zero tangent vectors

and a bijection (marked points)
∼−→ A

(6.1.3)

Recall that we have defined the notion of a tower of groupoids, which is just a
groupoid Γ with a functor A : Γ → Sets and with the functors of disjoint union and
gluing (see Definition 5.6.1). In particular, we have defined the Teichmüller tower
Teich, in which the objects are (topological) surfaces with boundary, morphisms are
homeomorphisms of surfaces, and gluing is the gluing of two boundary components
(see Definition 5.1.7, Section 5.6). The formula π1(Mg,n) = Γ′

g,n, which is an
obvious corollary of Theorem 6.1.6 if the action of Γ′

g,n is free, suggests that the
same tower can be defined in terms of the moduli spaces Mg,n.

Recall that for a topological space M , its Poincaré groupoid (also called the
fundamental groupoid) is defined as the groupoid with objects: points of M , and
morphisms: homotopy classes of paths in M connecting two points.

Definition 6.1.11. The complex Teichmüller tower of groupoids TeichC is the
fundamental groupoid of the stack M , i.e.,

ObTeichC = pointed complex curves

and

Mor(C′, C′′) = {(Ct)0≤t≤1, ϕ0 : C0
∼−→ C′, ϕ1 : C1

∼−→ C′′}/homotopy,

where, as before, Ct is a C∞ family of pointed curves. We also define the functor
A : TeichC → Sets by A(C, yi, vi) = {yi}, and the disjoint union and empty set in
an obvious way.
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In a similar way, for a finite set A we define the groupoid TeichCA as the funda-
mental groupoid of the stack M∗,A.

Note that in particular, for every curve C we have a canonical map AutC →
Mor(C,C), which assigns to σ ∈ AutC the data Ct = C × [0, 1], ϕ0 = id, ϕ1 = σ,
which explains why we introduced ϕ0, ϕ1 in the definition.

To complete the definition, we also have to define the gluing functor. This will
be done in the next section.

Now we can compare this complex Teichmüller groupoid with the groupoid
Teich defined in the previous chapter in terms of topological surfaces with bound-
ary. Note, however, that since we have imposed the stability condition (6.1.2),
it only makes sense to compare TeichC with the subgroupoid Teichstab ⊂ Teich,
formed by topological surfaces all connected components of which satisfy the sta-
bility condition (6.1.2).

Theorem 6.1.12. The towers of groupoids Teichstab and TeichC are equivalent.
In particular, π1(Mg,n) = Γ′

g,n.

Proof. The proof essentially repeats the proof of the fact that for a simply-
connected T , one has π1(T/Γ) = Γ.

First we construct a functor Teichstab → TeichC as follows. Let Σ be an object
of Teichstab, i.e., an extended surface. We will use Definition 5.1.10 of extended
surface; thus, Σ is a topological surface with marked points and non-zero tangent
vectors at these points. Fix a complex structure µ on the surface Σ. Let Cµ be
the complex curve obtained from Σ with the complex structure µ. It is a pointed
curve, with the same marked points and tangent vectors as Σ (recall that a complex
structure defines an R-linear isomorphism of the real tangent space TR

p Σ and the

complex tangent space TC
p C; for example, for Σ = R2 and the standard complex

structure, we get ∂x 7→ ∂z , ∂y 7→ i∂z). This construction depends on the choice of
µ. By Theorem 6.1.6, the set T (Σ) of all complex structures on Σ is contractible.
Therefore, every two complex structures µ0, µ1 can be connected by a unique path
µt in T (Σ). This gives a canonical family of curves Cµt connecting Cµ0 with Cµ1 ,
or a canonical morphism Cµ0 → Cµ1 in TeichC. Thus, we have assigned to a
topological surface C a collection of objects Cµ ∈ TeichC, canonically isomorphic
to each other. As was discussed before (see Definition 1.1.11, Lemma 1.1.12), such
a collection can be viewed as an object of TeichC.

This defines the functor Teichstab → TeichC on the objects of Teichstab. To
define it on morphisms, we note that any homeomorphism of extended surfaces
f : Σ

∼−→ Σ′ gives an identification of the Teichmüller spaces f∗ : T (Σ)
∼−→ T (Σ′).

Thus, for any µ ∈ T (Σ), µ′ ∈ T (Σ′) there is a unique path connecting f∗µ with µ′

in T (Σ′), and thus, a unique path connecting Cµ with Cµ′ in the moduli stack M .
The inverse functor TeichC → Teichstab is constructed as follows. On objects,

it is just the forgetful functor, which assigns to a complex curve C the underlying
topological surface. To define it on morphisms, let Ct, t ∈ [0, 1] be a family of
curves. As before, let us forget the complex structure and view it as a family of
extended surfaces. Then each of the surfaces Σt is homeomorphic to Σ0, and the
homeomorphism is unique if we additionally require that it depends continuously
on t (this follows from the discreteness of the mapping class group). This gives a

family of homeomorphisms ϕt : Σ0
∼−→ Σt. In particular, this defines ϕ1 : Σ0 → Σ1.

It is easy to check that the above two functors are inverse to each other and
are compatible with gluing (see the next section).
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Remark 6.1.13. Sometimes we will use an alternative definition of pointed
curve. Recall that extended surface can be defined in any of the following three
ways: 1) as a surface with boundary and a point on each boundary component; 2) as
a surface with boundary and a parametrization of every boundary component; 3) as
a surface without boundary but with marked points and non-zero tangent vectors.
All these definitions give rise to equivalent groupoids (see Proposition 5.1.8).

Similarly, in the complex situation we can use the following definition of pointed
curve: a pointed curve is a complex curve with marked points yi and a local pa-
rameter zi near each of these points. The corresponding moduli space (which

is infinite-dimensional) will be denoted M(∞)
g,n ; similarly, one defines M(∞), and

the groupoid TeichC(∞). One has an obvious forgetting functor TeichC(∞) →
TeichC : (C, yi, zi) 7→ (C, yi, vi), where the vector vi is defined by 〈vi, dzi〉 = 1.
Since the set {f = z +

∑
n>1 anz

n | f converges in a neighborhood of 0} is con-
tractible, this functor is an equivalence. Therefore, we can use either definition of
the Teichmüller groupoid.

Finally, there exists yet one more definition: a pointed curve is a topological
surface Σ with a boundary, with a complex structure µ and with parametrizations
πi : (∂Σ)i → S1 of the boundary components which are analytic with respect to
the complex structure µ. We leave it to the reader to check that this definition is
equivalent to the two previous ones.

6.2. Compactification of the moduli space and gluing

In this section, we will define the gluing functor for the complex Teichmüller
groupoid. A straightforward approach would be to cut from a curve small disks
around the marked points, and glue the boundary circles together (this was first
suggested by Vafa, see [V1]). However, there is a much better way of defining the
gluing, which uses the so-called Deligne–Mumford compactification of the moduli
space.

Following [DM], let us call a possibly singular complex curve C stable if its only
singularities are ordinary double points, and its group of automorphisms is finite.
(We recall that p ∈ C is called an ordinary double point if locally C is isomorphic to
the coordinate cross xy = 0 in C2 with p = (0, 0). Such a singularity is also called
a node, or a quadratic singularity.) For such a curve C, one can define its genus
g as the genus of the smooth curve obtained by deforming away all double points;
in local coordinates, this can be described by replacing the equation xy = 0 by
xy = ε (for readers familiar with algebraic geometry, we note that so defined genus
coincides with the “arithmetic genus” of C). Thus, we can consider the set Mg of
all isomorphism classes of connected stable curves of genus g. Similarly, one can
define stable pointed curves (the marked points must be non-singular, i.e., they can
not coincide with the double points), and define the space Mg,n of isomorphism

classes of such curves. This moduli space (or, rather, the analogous space Mn

g—see
Remark 6.1.5) was considered by Deligne and Mumford [DM] and Knudsen [Kn].
Note that for non-singular curves, the stability condition automatically follows from
the condition (6.1.2) which we imposed in the previous section.

As before, we can also define the corresponding stackMg,n by Mor(S,Mg,n) =
{families of (possibly singular) stable pointed curves over S}.

Theorem 6.2.1 ([DM], [Kn]). (i) Mg,n is a stack in the sense of [DM].

(ii) Mg,n is connected.
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(iii) The complement D = Mg,n \Mg,n is a divisor with normal crossings in

Mg,n in the stack sense. (Often D is also called the boundary, or points at infinity,
of the moduli stack Mg,n.)

Let us recall that a divisor with normal crossings D ⊂ M , where M is an
analytic manifold, is a union of a finite number of smooth codimension 1 subvarieties
Di, such that if p lies in the intersection of k components, then one can introduce
local coordinates z1, . . . , zn (n = dimM) near p such thatD is given by the equation
z1 · · · zk = 0. This definition should be properly modified for stacks.

As far as we are concerned, part (i) of the theorem could read as follows: “most
standard results about smooth manifolds apply to Mg,n”.

Remark 6.2.2. As in Remark 6.1.5, we note that in [DM], [Kn], a different

space is considered—they consider the space Mn

g , which is a compactification of

the moduli space Mn
g . It is shown in [Kn] that Mn

g is a projective variety; in

particular, it is compact. Our space Mg,n is not compact for obvious reasons: the
tangent vectors lie in a punctured affine space, which is not compact. However,
other results from [DM], [Kn],—most importantly, the fact that D =Mg,n \Mg,n

is a divisor with normal crossings—can be easily generalized to our situation. One
could further extend Mg,n, replacing T

×
p (C) by a projective space. However, this

is not necessary for our purposes.

The stack Mg,n is called the Deligne–Mumford compactification of the moduli
space (warning: it is not compact unless n = 0—see the remark above).

Example 6.2.3. Let g = 0, n = 2. Then one easily sees that M0,2 = M0,2 =

C× , and M0,2 =M0,2 = C . The “infinite point” is the singular curve shown below.

Note that every divisor with normal crossings is naturally stratified: its codi-
mension k (in D) stratum Dk consists of points which lie in the intersection of k+1
components. In particular, the set of non-singular points of D is given by

D0 = ⊔iD0
i ,(6.2.1)

where D0
i = Di \ (∪j 6=iDj), Di being the components of D.

For stacks, this definition should be suitably modified. It can be shown that
for Mg,n the stratification of D is given by

Dk = {curves with exactly k + 1 double points}.(6.2.2)

In particular, the open stratum D0 ⊂ D consists of the curves with exactly one
double point. Every such curve is obtained by identifying two distinct points of a
stable non-singular curve C∨ (normalization of C). In other words, if we denote by
M2

∗,A the set of stable possibly not connected curves with |A| + 2 marked points,
out of which all but two are labeled by elements of A and have non-zero tangent
vector, and the remaining two are not labeled or ordered and have no tangent vector
assigned, then we have a natural isomorphism S : M2

∗,A
∼−→ D0. This shows that

the components of D are in bijection with the components of M2
∗,A, which are easy
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to describe. For example, for g = 0, we get the following result: the irreducible
components of D ⊂M0,A are given by

Irr D ↔ {(A′, A′′) | A′, A′′ ⊂ A,A = A′ ⊔ A′′, |A′|, |A′′| ≥ 1}(6.2.3)

(here (A′, A′′) is an unordered pair). The corresponding component of D is defined
by

D0
A′,A′′ = S(M1

0,A′ ×M1
0,A′′);

in other words, these are curves which can be obtained by identifying a point on
C(1) ∈M0,A′ with a point on C(2) ∈M0,A′′ , as in Example 6.2.3.

Let us show how such a curve can be obtained as a limit of a family of non-
singular curves.

Example 6.2.4. Let z1, . . . , zn ∈ C , v1, . . . , vn ∈ C× be such that zi 6= zj.
Denote

(P1; z1, . . . , zn;v1, . . . , vn) = the projective line P1

with the standard coordinate z ∈ C ∪∞,

with marked points z = zi and tangent vectors vi∂z .

(6.2.4)

Obviously, any curve C ∈M0,n can be written in such form.
Now, choose z′1 . . . , z

′
k, a, z

′′
1 , . . . , z

′′
m such that z′i 6= z′j, z

′
i 6= a, z′′i 6= z′′j . Choose

q ∈ C× small enough and define the curve Cq by

Ct = (P1; z′1, . . . , z
′
k, a+ qz′′1 , . . . , a+ qz′′m; v′1, . . . , v

′
k, qv

′′
1 , . . . , qv

′′
m).

Then we claim that the limit C0 = limq→0 Cq exists in M0,k+m, and is given

by the singular curve obtained by identifying the point a ∈ C(1) with ∞ ∈ C(2),
where

C(1) =(P1; z′1, . . . , z
′
k; v

′
1, . . . , v

′
k),

C(2) =(P1; z′′1 , . . . , z
′′
m; v

′′
1 , . . . , v

′′
m).

Speaking informally, one can say that as q → 0, the curve Cq looks to a bare eye

as C(1) and m points a + qz′′i all collapsed at a; looking at the point a with a
microscope, one can separate these m points and see that their relative position is
described by C(2).

Sketch of proof. For simplicity, we will disregard the tangent vectors and
will take a = 0. First of all, recall that the topology in Mg,n is defined so that
every map S → M is continuous. In particular, if one can construct an analytic
family Cq, q ∈ U, of curves over a disk U in the q-plane, then limq→0 Cq = C0.

Let us construct such a family with C0 defined above. Let Σ be the surface in
P2 × U given by the equation

uv = qw2, (u : v : w) ∈ P2, q ∈ U(6.2.5)

and the marked points given by {((z′i)2 : q : z′i), (q(z
′′
i )

2 : 1 : z′′i )}ni=1. Obviously,
this is a smooth family of pointed curves over U , with an obvious projection to U ;
define π−1(q) = C̃q. We claim that for q 6= 0, the curve C̃q ≃ Cq. Explicitly, the

isomorphism Cq → C̃q is given by (z : s) 7→ (u : v : w) = (z2 : qs2 : zs). Similarly,

for q = 0, C̃0 can be identified with C0 by ψ1 : C(1) → C̃0, ψ2 : C(2) → C̃0 given by
ψ1 : (z : s) 7→ (z : 0 : s), ψ2 : (w : s) 7→ (0 : s : w). This completes the proof. We
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leave it to the reader to check that the above construction in fact also gives correct
tangent vectors.

Let us denote by N(D) the normal bundle to D in Mg,n: for C ∈ D,NC(D) =

TCMg,n/TCD; and let N×(D) be the complement to the zero section: N×
C (D) =

NC(D) \ {zero section}.
Lemma 6.2.5. If C is a stable singular curve with only one double point a, then

NCD is one-dimensional, and can be canonically identified with T
(1)
a C ⊗ T

(2)
a C,

where T
(1)
a C, T

(2)
a C are the tangent spaces to the two components of C at a.

Sketch of proof. By definition, the space NCD is the set of equivalence
classes of one-parameter families of curves CU , defined over a disk U in the complex
plane, such that C0 = C and Cq is non-singular for q 6= 0. A typical example of
such a family is given by (6.2.5).

Let a ∈ C0 ⊂ CU be the double point. Then it can be shown that one can always
introduce local coordinates x1, x2 on Σ near a such that x1x2 = q; when restricted
to C0, these coordinates become the local coordinates on the two components of C0.

Now, define the map NCD → T
(1)
a C ⊗T

(2)
a C by ∂q 7→ ∂x1 ⊗ ∂x2 . We leave it to the

reader to check that this map does not depend on the choice of local coordinates
t1, t2.

Informally, the family Cq corresponding to the vector v ∈ N×
CD can be presented

as “thickening” of the double point, as shown in the figure below.?!

THERE WILL BE A FIGURE HERE

Figure 6.1. Family of smooth curves converging to a singular curve.

More generally, if C ∈Mg,n is a curve with k double points a1, . . . , ak (equiv-
alently, C lies in the intersection of k components of D: C ∈ D1 ∩ · · · ∩Dk), then
NCD = TCMg,n/ ∩ TCDi is k-dimensional, and we have a canonical isomorphism

NCD ≃
k⊕

i=1

T (1)
ai C ⊗ T (2)

ai C.(6.2.6)

Using this lemma, we can now define the gluing functor for the complex Te-
ichmüller groupoid. This is done in two steps.

First, let A be a finite set, α, β ∈ A—an unordered pair. Then we define the
“clutching” map

Sαβ : M∗,A → N(D0), D0 ⊂M∗,A\{α,β},

C∨ 7→ (C, v),
(6.2.7)

where C ∈ D0 is the singular curve obtained by identifying the marked points α, β
of C∨, and v = vα⊗vβ ∈ TαC

∨⊗TβC∨ ≃ NC(D). The map S is a C× -bundle over
N(D0). We will also denote by Sα,β the corresponding functor between fundamental
groupoids:

Sα,β : TeichCA → π1(N
×D),

where π1(X) denotes the fundamental groupoid of X .
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The second step is to pass from N×D ⊂ M to M . Choose some tubular
neighborhood Nε of D in N(D), and a C∞ embedding

i : Nε →M(6.2.8)

such that i is identity on the normal bundles (note that the normal bundle to
D in Nε is canonically identified with N(D)). Such a map exists; moreover, it
can be shown that the set of all such maps is contractible. Restricting this map to
N×
ε (D) = Nε\D, we get a well-defined functor between the fundamental groupoids:

i : π1(N
×
ε (D)) → π1(M) = TeichC.

Since the embedding N×
ε (D) → N×D is a homotopy equivalence, π1(N

×
ε (D)) ≃

π1(N
×D). Thus, we can view i as a functor

i : π1(N
×D) → TeichC.(6.2.9)

Now, let us define the gluing functor for the complex Teichmüller groupoid as
the composition

Fα,β : TeichCA
Sα,β−−−→ π1(N

×D)
i−→ TeichCA\{α,β}.(6.2.10)

Note that it is defined only for those curves C ∈ M∗,A for which Sα,β(C) is
stable.

Example 6.2.6. Let us describe the gluing map for genus zero. Let A′ =
{∞′, 1′, . . . , k′, a}, A′′ = {∞′′, 1′′, . . . ,m′′}. Then the gluing map

Fa,∞′′ : M0,A′ ×M0,A′′ →M0,B

where B = (A′ ⊔ A′′) \ {a,∞′′} = {∞′, 1′, . . . , k′, 1′′, . . . ,m′′}, can be described
explicitly as follows. Choose for any C(1) ∈M0,A′ a presentation in the form

C(1) = (P1;∞, z′1, . . . , z
′
k, a; v∞, v

′
1, . . . , v

′
k, t)

as in (6.2.4), where the tangent vector at ∞ is given by v∞ = −∂1/z. (More

formally, choose a section of the projection Xk+1 →M0,A′ , where Xk+1 = (Ck+1 \
diagonals) × (C× )k+1.) Do the same for M0,A′′ . Then a simple generalization of
the arguments of Example 6.2.4 shows that the gluing functor Fa,∞′′ is given by

C(1) ⊔ C(2) 7→ (P1;∞, z′1, . . . , z
′
k, a+ tz′′1 , a+ tz′′m;

v′∞, v
′
1, . . . , v

′
k, tv

′′
1 , . . . , tv

′′
m).

(6.2.11)

This map is well defined only for small enough t, and depends on the choice of pre-
sentation of C(2) in the form (6.2.4); however, the induced functor of fundamental
groupoids is well defined up to a unique isomorphism.

The gluing operation satisfies the associativity property formulated in Defini-
tion 5.6.1, i.e., for distinct α, β, γ, δ ∈ A, the functors Fα,βFγ,δ, Fγ,δFα,β : TeichCA →
TeichCA′ , where A′ = A \ {α, β, γ, δ}, are canonically isomorphic. The proof of this
fact can be obtained from noting that each of them is isomorphic to the composition

π1(M∗,A) → π1(N
×(D1)) → π1(M∗,A′) = TeichCA′ ,

where D1 is the strata of the boundary D = M∗,A′ \M∗,A′ consisitng of curves
with two double points, and the first arrow is given by identifying the points α ↔
β, γ ↔ δ of C, thus producing a curve with two double points, and taking the
normal vector to be (vα ⊗ vβ)⊗ (vγ ⊗ vδ) (see (6.2.6)). The second map is defined
as in (6.2.9). The details are left to the reader.
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It is easy to check that the gluing operation is also compatible with the disjoint
union and empty set. Thus, the groupoid TeichC is a tower of groupoids in the sense
of Definition 5.6.1. It is also easy to verify that the equivalence Teichstab → TeichC,
constructed in Theorem 6.1.12, identifies this gluing operation with the gluing in
Teich. Thus, Teichstab ∼−→ TeichC as towers of groupoids.

The construction of gluing above requires that all the curves we use (including
the singular ones) be stable; otherwise, the moduli spaces of curves are not stacks in
the sense of [DM], which makes life much more difficult. In particular, we can not
define the gluing M0,1 ×Mg,n → Mg,n−1 because M0,1 is not a DM-stack. Note,
however, that in the topological approach the groupoid Teich0,1 is trivial (i.e.,
equivalent to the group with one element), and the operation of gluing Teich ×
Teich0,1 coincides with the operation of erasing a marked point (or patching a hole,
depending on what definition of an extended surface was used). This operation
is also well-defined as a functor TeichCA → TeichCA\α in the complex Teichmüller

groupoid.

6.3. Connections with regular singularities

In this section, we briefly give the main definitions and results regarding flat
connections with regular singularities. This will be used in the next section to define
the modular functor in terms of connections on the moduli spaces of curves. Most
of these results are due to Deligne and can be found in [De1] or in the review [Ma].
We assume that the reader is familiar with basic geometric notions such as vector
bundles, sheaves, and O-modules (as usual, we denote by O the structure sheaf,
i.e., the sheaf of germs of analytic functions onM). As before, the word “manifold”
stands for complex analytic manifold, and vector bundles are holomorphic vector
bundles, etc. The notation s ∈ F means that s is a local section of the sheaf F .

Let M be a manifold. By definition, a local system on M is a representation
of the Poincaré groupoid of M . It is well-known that this is the same as a locally
constant sheaf of vector spaces on M .

A convenient way of constructing local systems on a manifold is given by vector
bundles with flat connections. Recall that a connection in a vector bundle E over
M is a morphism of sheaves

∇ : E → E ⊗ Ω1,(6.3.1)

such that

∇(sf) = (∇s)f + s⊗ df, s ∈ E , f ∈ OM ,

where E is the sheaf of sections of E, and Ωn is the sheaf of differential forms of
degree n,

We can extend ∇ to a map from E ⊗ Ωn to E ⊗ Ωn+1, n = 0, 1, . . . . The
connection ∇ is called flat if the resulting E ⊗ Ω• is a complex, i.e., if ∇2 = 0.

For any vector field X on M , (6.3.1) gives a linear morphism

∇X : E → E(6.3.2)

such that

∇X(sf) = (∇Xs)f + sX(f).

Then ∇ is flat iff X 7→ ∇X is a Lie algebra homomorphism, i.e., [∇X ,∇Y ] = ∇X,Y .
In local coordinates xi, Xi = ∂/∂xi, ∇i = ∇Xi , this means [∇i,∇j ] = 0. In other
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words, a flat connection is the same as an action of the sheaf ΘM of vector fields
on sections of E, compatible with action of O.

We can say that a flat connection is a consistent system of partial differential
equations. Any flat connection gives rise to a locally constant sheaf—the sheaf of
solutions to this system of differential equations; its sections are {s ∈ E | ∇Xs =
0 for all X}; usually they are referred to as “flat sections”.

IfM is a C∞ real manifold, then it is known that the converse is also true: any
local system can be obtained from a vector bundle with a flat connection. More
formally, one can say that in this case the categories of local systems and of vector
bundles with flat connections are equivalent. The same holds if M is an analytic
complex manifold, and we consider holomorphic vector bundles with holomorphic
flat connections.

Recalling the definition (6.2.10) of gluing for the complex Teichmüller groupoid,
we see that in order to describe it in terms of flat connections we need somehow
to extend our flat connections on Mg,n to the boundary D = M \ M . In the
simplest example when M is one-dimensional and D is a point, it is well known
that though one can not define a value of a flat section at D, one has a well-defined
notion of asymptotics provided that our system of differential equations has regular
singularities (see, e.g., [CL]). Thus, it is natural to expect that in order to define
the gluing axiom, one has to introduce local systems with regular singularities.

Definition 6.3.1. LetM be a complex analytic manifold, D ⊂M be a divisor
with normal crossings, and M = M \ D. Let E be a holomorphic vector bundle
on M with a holomorphic flat connection defined over M . This flat connection
is said to have logarithmic singularities at D (log D connection for short) if in a
neighborhood of every p ∈ D the bundle E admits a trivialization such that the
connection has the form

∇i =
∂

∂zi
+
Ai(z)

zi
, 1 ≤ i ≤ k,

∇i =
∂

∂zi
+Ai(z), k + 1 ≤ i ≤ n,

(6.3.3)

where zi are local coordinates near p chosen so that the divisor D is given by the
equation z1 · · · zk = 0, and Ai(z) are regular matrix-valued functions in a neighbor-
hood of p.

The following lemma describes (locally) the local system of flat sections of a
log D connection.

Lemma 6.3.2. In the notation of Definition 6.3.1, let U be a small ball around
p, and U0 = U \ (U ∩D). Then:

(i) π1(U
0) = Zk, with the generators γi : zi 7→ eiϕzi, 0 ≤ ϕ ≤ 2π, 1 ≤ i ≤ k.

(ii) Let i ≤ k. Then the conjugacy class of the matrix Ai(z1, . . . , zi−1, 0, zi+1, . . . , zn)
does not depend on z1, . . . , zn. In particular, the eigenvalues λai , a = 1, . . . , dimE
of Ai|zi=0 do not depend on zj.

(iii) Let us assume that the connection ∇ satisfies the following non-integrality
condition:

λai − λa
′

i′ /∈ (Z\ {0}) for any i, i ′ = 1, . . . , k, a, a′ = 1, . . . , dimE.(6.3.4)

(Note that multiple eigenvalues are allowed.) Then the corresponding representation
of π1(U

0) is given by γi 7→ e−2πiAi(zi=0).
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The proof of this lemma is not too difficult and essentially follows from the
one-dimensional case. We refer the reader to [Ma], [De1] for details.

Note that part (iii) of the lemma may fail if we do not impose the non-integrality
condition.

Example 6.3.3. Let M = C , D = {0}. Let E be the trivial 2-dimensional

vector bundle over C with the connection given by ∇ = d−A(z)
z dz, with

A(z) =

(
0 0
z 1

)
.

Show that this connection has nontrivial monodromy even though e2πiA(0) = 1.

One defines morphisms between bundles with connections in an obvious way.
However, it is convenient also to introduce a more general notion of a morphism as
follows. Let E,F be two holomorphic vector bundles over M with flat connections
defined over M . Let E [D] be the sheaf of meromorphic sections of E which are
holomorphic outside of D. Assume that the connections preserve E [D],F [D] (this
holds automatically for log D connections). We define meromorphic morphisms be-
tween E and F to be the morphisms of sheaves E [D] → F [D] which commute with
the connection (note that this is more general than the usual definition of a mor-
phism between two vector bundles). We will say that (E,∇E) is meromorphically
equivalent to (F,∇F ) if there exists an invertible meromorphic morphism E → F .

Exercise 6.3.4. LetM = C , D = {0}, and let ∇s = d+sdzz be the connection
in the trivial one-dimensional vector bundle. Show that ∇s is meromorphically
equivalent to ∇t iff s− t ∈ Z.

Let E be a vector bundle on M with a flat connection ∇ defined on M .

Definition 6.3.5. The connection ∇ has regular singularities at D if (E,∇)
is meromorphically equivalent to a bundle with a log D connection (see Defini-
tion 6.3.1).

Exercise 6.3.6. Show that if dimM = 1, then ∇ has regular singularities iff
∇ is a log D connection. (For dimM > 1, this is not true.)

For brevity, we will refer to the pair (E,∇) in the definition as a “connec-
tion on M with regular singularities at D”. The category of such connections
with respect to meromorphic morphisms will be denoted by RS(M,M) (or just
RS(M) when there is no ambiguity). Note that meromorphic morphisms do
not change monodromy, and thus we have a well-defined functor RS(M,M) →
{local systems on M}.

Remark 6.3.7. If we considered algebraic theory rather than analytic one,
then any vector bundle on M admits a unique meromorphic continuation to M , so
the category of sheaves on M up to meromorphic equivalence is the same as the
category of sheaves on M . Moreover, in this case it was proved by Deligne that
the notion of connection with regular singularities on M can be defined purely in
terms of M , without using M at all. In analytic situation, it is not true.

We quote here without proofs several important results of Deligne about con-
nections with regular singularities. Proofs and details can be found in [De1] or in
[Ma].



6.3. CONNECTIONS WITH REGULAR SINGULARITIES 149

Theorem 6.3.8. Let (E,∇) ∈ RS(M,M). For every z ∈ C /Z, choose a rep-
resentative τ(z) ∈ C (τ needs not to be continuous). Then there is a unique vector

bundle Ẽ with a flat log D connection ∇̃ such that (Ẽ, ∇̃) is meromorphically equiv-

alent to (E,∇), and all eigenvalues λ̃ai (see Lemma 6.3.2) lie in the image of τ .

Corollary 6.3.9. Every flat connection with regular singularities is meromor-
phically equivalent to a log D connection which satisfies the non-integrality property
(6.3.4).

Theorem 6.3.10. In the notation of Definition 6.3.1, let D0 be the smooth
part of the divisor D (cf. (6.2.1)). Let E be a vector bundle on M , and ∇ be a flat
connection with regular singularities at D0. Then ∇ has regular singularities at D.

In other words, it suffices to check the regularity condition only for the open
part of D. (Note: the proof of this theorem in [De1] contains a mistake, which
Deligne later corrected.)

Theorem 6.3.11. In the notation of Definition 6.3.1, any holomorphic vector
bundle on M with a flat connection can be extended to a vector bundle on M with
a connection which has regular singularities at D. This extension is unique up to
a meromorphic isomorphism.

Corollary 6.3.12 (The Riemann–Hilbert correspondence). The natural func-
tor

RS(M,M) → local systems on M

is an equivalence.

In practical applications, it is convenient to use the following criterion of regu-
larity, which is easy to prove.

Lemma 6.3.13. Let E,∇ be as in Definition 6.3.5. Then ∇ has regular sin-
gularities iff for every holomorphic map u : U → M , where U is a disk, and
u−1(D) = {0}, the induced connection u∗∇ on U has regular singularities at 0.

In fact, due to Theorem 6.3.10, it suffices to check this condition for u(0) ∈ D0.
It will be convenient to rewrite the notion of flat connection with regular sin-

gularities in terms of D-modules. As was noted before, a connection ∇ in a vector
bundle E is flat if it defines for every open U ⊂ M an action of the Lie algebra
Θ(U) of vector fields on U on the space of sections E(U), which is compatible with
multiplication by functions. Such an action is the same as an action on E of the
sheaf of associative algebras D of differential operators onM . Thus, if E is a vector
bundle with a flat connection, then the sheaf E of its sections is naturally a module
over the sheaf D of differential operators, or a D-module for short. Conversely, it is
easy to see that if E is a D-module which is locally free of finite rank as O-module,
then E is a the sheaf of sections of some vector bundle with a flat connection. It
is known (but not easy) that it suffices to require that E be coherent, i.e., locally
finitely generated over O—for D-modules, this automatically implies that E is lo-
cally free of finite rank. we refer the reader to [Ber], [Bor], [Bjo] for the proof of
this and other facts about D-modules.

In a similar way, it is easy to show that a connection with logarithmic singu-
larities at D is the same as a sheaf of modules over the sheaf

D0
M

= {∂ ∈ DM | ∂I ⊂ I}(6.3.5)
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where I is the sheaf of functions on M vanishing at D. The sheaf D0
M

is generated
as a sheaf of algebras by O and vector fields tangent to D. For example, for
M = C , D = {0}, the sheaf D0

M
is generated by OC and the vector field q∂q.

Now, let us show how connections with regular singularities allow us to pass to
the boundary of the moduli space. Before doing so, we need to introduce one more
notion.

Definition 6.3.14. Let X be a C× bundle over M . A monodromic flat con-
nection on X is a pair (E,∇), where E is a C× -equivariant vector bundle on X ,
and ∇ a connection which commutes with the action of C× .

In local coordinates, such a connection can always be written as ∇ = d +∑
Ai(x)dxi + A(x)duu , where xi are coordinates in M , and u is coordinate along

the fibers of X .

Lemma 6.3.15. (i) Let D ⊂M be a smooth divisor. Then there exists a natural
specialization functor

SpD : RS(M,M) → RS(ND,N×D)

such that SpD(∇) is monodromic along the fibers of the projection ND → D and
has the same monodromy around D as ∇.

(ii) Let D be a divisor with normal crossings: D = ∪Di. Fix one of the
components Di and let D0

i = Di \ (∪j 6=iDj). Then we have a natural specialization
functor

SpDi : RS(M,M) → RS(NDi, N
×D0

i )

with the same properties as above.

Proof. (i) The easiest way to define this functor is to use the terminology of
D-modules. By Corollary 6.3.9, we can assume that ∇ has logarithmic singularities
and satisfies the non-integrality property (6.3.4). First of all, note that one can
describe the structure sheaf of OND in terms of the restriction of the structure
sheaf OM to D. Namely, the latter sheaf is naturally filtered by the powers of the

ideal I: OM = I0 ⊃ I ⊃ I2 ⊃ . . . . We claim that OND =
⊕̂

n≥0I
n/In+1 is the

completion of the associated graded algebra (we need completion to get all analytic
functions, not just polynomial). Similarly, the sheaf of differential operators on ND
which preserve I is nothing but the (completion of) associated graded sheaf for M :

D0
ND =

⊕̂
n≥0I

nD0
M
/In+1D0

M
As was mentioned above, a flat connection with first order poles at D is the

same as a OM -coherent D0
M
-module E . Such a module is also naturally filtered,

and action of D0
M

preserves this filtration. Now define

SpD(E) =
⊕̂

n≥0
InE/(In+1E).

This is naturally a D0
ND module, and thus a sheaf of sections of a vector bundle on

ND with a flat connection which has first order poles at D.
Here is a more explicit construction. Choose coordinates z1, . . . , zn in a neigh-

borhood of the point p ∈ D such that D is given by the equation z1 = 0. This
also gives coordinates t, z2, . . . , zn in ND, where t(a, v) = 〈v, dz1〉, a ∈ D, v ∈ TaM .
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Choose a trivialization of E near p; then ∇ is given by (6.3.3), with k = 1. Define
the connection Sp∇ = SpD(∇) in N×D by

(Sp∇)t = ∂t +A1(0, z2, . . . )/t,

(Sp∇)zi = ∂zi +Ai(0, z2, . . . ), i = 2, . . . , n.

One easily sees that this connection is flat, invariant with respect to the action of
C× by dilations on ND, and does not depend on the choice of coordinates up to a
unique isomorphism. By Lemma 6.3.2, Sp∇ has the same monodromy as ∇. This
definition uses a choice of a local coordinate system and an extension of the vector
bundle to D. However, it can be shown that this construction coincides with the
previous one (described by passing from filtered modules to associated graded ones)
and thus Sp∇ does not depend on these choices.

In terms of the corresponding local systems, the specialization functor is defined
as SpD = i∗, where i is is an identification of ND with a neighborhood of D in M ,
as in (6.2.8).

Equivalently, the same flat connection can be defined by specifying its flat
sections. Let f be a flat section of the original local system on M , i.e., f(z)
is a solution of the system ∇if = 0. Let us restrict this solution to the curve
z(t) = p+tv, t ∈ R>0 , (p, v) ∈ N×(D). By the classical theory of ODE’s with regular
singularities (see, e.g., [CL]), there exists a vector g(p, v) such that f(p + tv) =
F (t)g(p, v), where F (t) is the fundamental (matrix) solution; usually, g is called
asymptotics of f along this curve. Then g(p, v) is a flat section of the connection
SpD(∇).

To prove (ii), we need to check that SpDi(∇) has regular singularities atDi∩Dj,
which can be done explicitly.

Remarks 6.3.16. (i) The specialization functor can be easily described in terms
of the functor of nearby cycles for D-modules (see [KasS].

(ii) Note that the specialization functor is defined even if the eigenvalues of
Ai(zi = 0) differ by a non-zero integer. However, in this case this functor is not so
easy to describe: one first needs to replace the flat connection by a meromorphically
equivalent one which satisfies the non-integrality condition. Such a connection
exists by Corollary 6.3.9, but explicitly constructing it can be difficult.

Finally, it is natural to consider the following question. Suppose we have a
divisor with normal crossings, and D1, D2 are two of the components. Is it true
that SpD1 and SpD2 commute?

In order for this question to make sense, one must first define the composition
SpD1SpD2 . For simplicity, let us assume that dimM = 2, D1 ∩ D2 = {p}. Let
N1 = N(D1); it contains the divisor D12 = Np(D1). Let N12 be the normal bundle
to D12 inside N1.

Lemma 6.3.17. (i) There exists a canonical homeomorphism N12 ≃ Tp, where

for brevity we denoted Tp = TpM . Thus, one can define the specialization func-

tor Sp12 : RS(M,M) → RS(Tp, T×
p ), where T×

p = Tp \ (TpD1 ∪ TpD2), as the
composition

RS(M,M) → RS(N1, N
×
1 ) → RS(N12, N

×
12) ≃ RS(Tp, T×

p ).

(ii) The functors Sp12, Sp21, defined as in part (i), are canonically isomorphic.

The proof of this lemma is not difficult and is left as an exercise.
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6.4. Complex analytic modular functor

In this section, we give a definition of modular functor in terms of flat connec-
tions on the moduli spaces.

Let C be a semisimple abelian category over C , and R ∈ ind−C⊠2 be a sym-
metric object, as in Section 2.4. Recalling the definition of a C-extended modular
functor (Definition 5.1.12) and the results of the previous section, we can rewrite
the definition of modular functor as follows.

Definition 6.4.1. A complex C-extended modular functor is the following col-
lection of data:

(i) For every finite set A and W ∈ C⊠A, a finite-dimensional vector bundle over
M∗,A with a flat connection with regular singularities. This bundle is called the

bundle of conformal blocks; its fiber at a point C ∈M∗,A will be denoted by 〈W 〉C .
(ii) Isomorphisms 〈X〉C′ ⊗ 〈Y 〉C′′ ≃ 〈X ⊠ Y 〉C′⊔C′′ .
(iii) Gluing isomorphisms. Let A be a finite set, α, β ∈ A—an unordered

pair, A′ = A \ {α, β},W ∈ C⊠A′

. For every such collection, we require an isomor-
phism of vector bundles with connections on M∗,A:

Gα,β : 〈W ⊠R〉 ∼−→ S∗
α,βSpD〈W 〉,(6.4.1)

where Sα,β : M∗,A → N(D0), D0 ⊂ M∗,A′ , is the “clutching” (6.2.7), and R is
placed at positions with indices α, β. (Since Sα,β is a C× -bundle, the definition of
S∗
α,β causes no problems.)

(iv) Vacuum propagation. We have a distinguished element 1 ∈ Ob C, and
for every α ∈ A, we require an isomorphism of vector bundles with connections on
M∗,A:

Gα : 〈W ⊠ 1〉 ∼−→ S∗
α〈W 〉,(6.4.2)

where Sα : M∗,A →M∗,A\α is the operator of erasing the point α.
These data have to satisfy the following properties:

Functoriality: W 7→ 〈W 〉C is functorial in W , and the isomorphisms (ii)-(iv)
are functorial isomorphisms.

Equivariance: W 7→ 〈W 〉C is equivariant with respect to the action of the
symmetric group SA.

Compatibility: the isomorphisms (ii)-(iv) are compatible with each other and
with the commutativity, associativity, and unit morphisms in Vecf (cf. Def-
inition 4.2.1).

Normalization: 〈1,1〉P1 = C .

We can now formulate the main result of this section.

Theorem 6.4.2. The notions of a (topological) C-extended modular functor
and a complex C-extended modular functor are equivalent.

Proof. By Lemma 5.6.13, a modular functor is the same as a functor Teich→
Fun(C). We leave it to the reader to check that the same definition can be rewritten
in terms of the groupoid Teichstab (that is, without using surfaces of type (g, n) =
(0, 0), (0, 1), (1, 0)) if, in addition to the gluing of such surfaces, we also add an
operation of erasing a marked point. This operation makes up for the operation of
gluing a sphere with one hole, i.e., a disk, in Teich.
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Using the equivalence Teichstab ≃ TeichC, we see that modular functor is the
same as a functor TeichC → Fun(C). Thus, for every fixed W ∈ C⊠A, we get a
local system on M∗,A. By the results of the previous section, every local system
can be presented by a unique up to meromorphic equivalence holomorphic vector
bundle on M∗,A with a flat connection on M∗,A which has regular singularities at

D =M∗,A \M∗,A. Then all the properties, except for the gluing axiom, are obvious
reformulations of the axioms of modular functor.

To show that the definition of gluing given above coincides with the one given for
topological modular functor, recall that the gluing functor Fα,β : TeichCA → TeichCA′

was defined using the composition

M∗,A
Sα,β−−−→ N×(D) →M∗,A′ ,

see (6.2.10). In the language of local systems, the gluing isomorphism should iden-
tify the vector spaces 〈W ⊠ R〉C ≃ 〈W 〉C′ in such a way that it agrees with mor-
phisms in TeichA. This is equivalent to saying that it must be an isomorphism of
local system onM∗,A, 〈W⊠R〉 ≃ F ∗

α,β〈W 〉. Replacing local systems by connections

with regular singularities, we note that the identification i : N×(D) → M∗,A′ was
defined so that i∗ is exactly the specialization functor. This leads to the definition
of the gluing isomorphism given above.

We leave ti to the reader to check the equivalence of normalization axioms in
topological and complex-analytic settings.

Remark 6.4.3. Let us restrict the gluing functor to

Sα,β : Mg1,A ×Mg2,B → N×(D0), D ⊂Mg1+g2,C ,

where α ∈ A, β ∈ B, and C = (A ⊔ B) \ {α, β}. Then the gluing axiom says
that the bundle of conformal blocks 〈WA ⊠WB〉 on Mg1+g2,C factors into tensor

product of bundles 〈WA, R
(1)〉 on Mg1,A and 〈R(2),WB〉 on Mg2,B as we approach

the corresponding component of the boundary in Mg1+g2,C .
1 This is known as the

factorization property of the bundle of conformal blocks and was first introduced in
[FS].

Corollary 6.4.4. Every modular tensor category C over C with p+/p− = 1
gives rise to a complex C-extended modular functor such that

HomC(1,W1 ⊗ · · · ⊗Wn) = 〈W1, . . . ,Wn〉C
where C is the standard n-punctured sphere

C = (P1; z1, . . . , zn; v1, . . . , vn)(6.4.3)

with z1 < · · · < zn ∈ R, vi > 0. The Dehn twist θWi corresponds to the monodromy
around the loop vi 7→ eiϕvi, 0 ≤ ϕ ≤ 2π, and the braiding σWi,Wi+1 corresponds to
the holonomy around the path bi shown in Figure 6.2

i i+1

Figure 6.2. Braiding for the complex modular functor.

1We are using the same notation as in Definition 5.1.12.
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Conversely, if C is a semisimple abelian category over C , then every complex
C-extended modular functor gives rise to a structure of weakly ribbon category on C
such that the above properties hold; if this category is rigid, then it is also modular
with p+/p− = 1.

This corollary is nothing but the reformulation of Theorem 5.5.1 in the language
of complex modular functor.

Remark 6.4.5. Equivalently, one can describe the relation between conformal
blocks and the spaces of homomorphisms in C as follows:

HomC(W
∗
∞,W1 ⊗ · · · ⊗Wn) = 〈W∞,W1, . . . ,Wn〉C

where C = (P1;∞, z1, . . . , zn; v∞, v1, . . . , vn), with z1 < · · · < zn, v1 > 0, . . . , vn > 0
and the tangent vector at ∞ given by v∞ = −∂1/z. Indeed, this curve can be
reduced to the (n+1)-punctured standard sphere (6.4.3) by the change of variables
z 7→ −1/z.

6.5. Example: Drinfeld’s category

In this section, we study one example of modular functor in genus zero, asso-
ciated with a simple Lie algebra g. This modular functor is defined in terms of
the Knizhnik–Zamolodchikov equations; the corresponding tensor category is the
Drinfeld’s category D defined in Chapter 1.

Let g be a finite dimensional simple Lie algebra, and let C = Repfg be the
category of finite dimensional g-modules. Let R =

⊕
λ∈P+

Vλ⊠V
∗
λ , where Vλ is the

irreducible finite-dimensional g-module with highest weight λ, and ∗ is the usual
duality for Repfg. Fix κ ∈ C \Q. We will construct a (complex) modular functor
in genus 0 for C.

First, note that the moduli space M0,n of pointed curves of genus zero is given
by M0,n = Xn/PSL2(C ), where

Xn = {z1, . . . , zn ∈ P1, vi ∈ T×
ziP

1 | zi 6= zj}.(6.5.1)

This, in particular, implies that M0,n is smooth for n > 0; for n = 0, M0,0 = {pt}
and this case will not be considered. We will start by constructing the bundle of
conformal blocks on the open part

X0
n = {(z,v) ∈ Xn | zi 6= ∞} = {z1, . . . , zn ∈ C | zi 6= zj} × (C× )n.(6.5.2)

For (z,v) ∈ X0
n, the corresponding curve is P1 with marked points z1, . . . , zn and

tangent vectors vi (since TzC = C ).
Let W1, . . . ,Wn be the representations of g assigned to these points. Define

the bundle of conformal blocks to be the trivial vector bundle over X0
n with fiber

(W1 ⊗ · · · ⊗Wn)
g and with the Knizhnik–Zamolodchikov connection (cf. (KZn)):

∇zj =
∂

∂zj
− 1

κ

∑

1≤k≤n
k 6=j

Ωjk
zj − zk

, 1 ≤ j ≤ n,

∇vj =
∂

∂vj
− 1

2κ

Dj

vj
.

(6.5.3)

Here D is the Casimir element of g defined by (1.4.4); all other notation is as
in (KZn). This connection, which is originally defined in the bundle with fiber



6.5. EXAMPLE: DRINFELD’S CATEGORY 155

W1 ⊗ · · · ⊗Wn, commutes with the action of g and therefore can be restricted to
the sub-bundle of invariants (W1 ⊗ · · · ⊗Wn)

g ⊂W1 ⊗ · · · ⊗Wn.

Lemma 6.5.1. (i) The KZ connection (6.5.3) on X0
n is flat and Sn-equivariant.

(ii) This connection can be uniquely extended to a PSL2(C )-invariant connec-
tion on Xn.

Proof. The first statement easily follows from the flatness of the usual KZ
connection—see Lemma 1.4.7. The second can be checked explicitly; it suffices to
check that under a change of variables w = (az + b)/(cz + d), the KZ equations in
terms of w have the same form as in terms of z. Details can be found, for example,
in [EFK]. Note that the second statement fails for the KZ connection in the form
of Chapter 1: to ensure projective invariance, one needs to add the equation in vi
and restrict to g-invariants.

Thus, the connection (6.5.3) defines a flat connection on the moduli spaceM0,n,
which will also be called the KZ connection.

Remark 6.5.2. It is more convenient to describe the same connection in a
slightly different way. Namely, the map

(z1, . . . , zn; v1, . . . , vn) 7→ (P1;∞, z1, . . . , zn; v∞, v1, . . . , vn),

where, as before, v∞ = −∂1/z, gives an identificationM0,n+1 = X0
n/C , where C acts

onX0
n by zi 7→ zi+a. Let us fixW∞,W1, . . . ,Wn and consider the connection (6.5.3)

in W1⊗· · ·⊗Wn. This connection induces a connection in (W∞⊗W1⊗· · ·⊗Wn)
g,

which is obviously translation invariant and thus defines a connection on M0,n+1.
One easily checks that this connection coincides with the KZ connection defined
above.

Theorem 6.5.3. The KZ connection, considered as a connection on the trivial
vector bundle with fiber (W1 ⊗ · · · ⊗Wn)

g over the compactification M0,n, has first
order poles and satisfies the gluing axiom, with R =

⊕
Vλ ⊠ V ∗

λ and the gluing
isomorphism given by

⊕

λ

(W1 ⊗ . . .⊗Wk ⊗ Vλ)
g ⊗ (V ∗

λ ⊗Wk+1 ⊗ . . .⊗Wn)
g ∼−→ (W1 ⊗ . . .⊗Wn)

g

(w1 ⊗ . . .⊗ wk ⊗ v)⊗ (v∗ ⊗ wk+1 ⊗ . . .⊗ wn) 7→ (v, v∗)w1 ⊗ . . .⊗ wn.

(6.5.4)

Proof. By Theorem 6.3.10, it suffices to check the regularity condition for
the open strata of D = M0,n \M0,n, i.e., for the curves with one double point.
Thus, it suffices to check the regularity and the gluing axiom for the gluing functor
Fa,∞′′ : M0,k+2 × M0,m+1 → M0,k+m+1 considered in Example 6.2.6. Using the
notation from that example, we represent M0,k+2 = X0

k+1/C , M0,m+1 = X0
m/C as

in Remark 6.5.2. Under this identification, the gluing functor is given by

Fa,∞′′ : X0
k+1 ×X0

m → X0
k+m,

(z′, a; v′, t)× (z′′; v′′) 7→ (z′1, . . . , z
′
k, a+ tz′′1 , . . . , a+ tz′′m;

v′1, . . . , v
′
k, tv

′′
1 , tv

′′
1 , . . . , tv

′′
m).

(6.5.5)

By definition, the KZ connection onM0,A′,M0,A′′ is given by (6.5.3) in the variables
z′1, . . . , z

′
k, a = z′k+1 and z

′′
1 , . . . , z

′′
m, respectively, while onM0,B it is given by (6.5.3)

in the variables z1, . . . , zk+m.
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Then to prove the theorem it suffices to check that

Spt=0F
∗
a,∞′′〈W ′

∞,W
′
1, . . . ,W

′
k,W

′′
1 , . . . ,W

′′
m〉

=
⊕

i

〈W ′
∞,W

′
1, . . . ,W

′
k, Vi〉 ⊗ 〈V ∗

i ,W
′′
1 , . . . ,W

′′
m〉

as vector bundles with connections. To obtain the left hand side, we need to
substitute in (6.5.3)

zi = z′i, vi = v′i, i ≤ k;

zk+i = a+ tz′′i , vk+i = tv′i, i ≤ m,

and then specialize to t = 0.
Explicit calculation shows that this substitution gives the following connection

in terms of the variables z′, z′′, a, v′, v′′, t:

∇z′i
=

∂

∂z′i
− 1

κ


∑

j 6=i

Ωij
z′i − z′j

+
∑

q

Ωik+q
z′i − (a+ tz′′q )


 ,

∇v′i
=

∂

∂v′i
− 1

2κ

Di

v′i
,

∇z′′p =
∂

∂z′′p
− t

κ


∑

j

Ωjk+p
(a+ tz′′p )− z′j

+
∑

q 6=p

Ωk+pk+q
t(z′′p − z′′q )


 ,

∇v′′p =
∂

∂v′′p
− 1

2κ

Dk+p

v′′p
,

∇a =
∂

∂a
− 1

κ

∑

j

∑

q

Ωjk+q
(a+ tz′′q )− z′j

,

∇t =
∂

∂t
− 1

κ

∑

p


∑

i

z′′pΩik+p

(a+ tz′′p )− z′i
+
∑

q 6=p

z′′pΩk+pk+q

t(z′′p − z′′q )
+
Dk+p

2t


 ,

where the indices i, j = 1, . . . , k and p, q = 1, . . . ,m.
It is obvious that this is a connection with regular singularities at t = 0. Let us

specialize it to t = 0 as described in Lemma 6.3.15; we will check the non-integrality
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condition later. This gives:

∇z′i
=

∂

∂z′i
− 1

κ


∑

j 6=i

Ωij
z′i − z′j

+
Ωi,(2)

z′i − a


 ,

∇v′i
=

∂

∂v′i
− 1

2κ

Di

v′i
,

∇z′′p =
∂

∂z′′p
− 1

κ


∑

q 6=p

Ωk+pk+q
z′′p − z′′q


 ,

∇v′′p =
∂

∂v′′p
− 1

2κ

Dk+p

v′′p
,

∇a =
∂

∂a
− 1

κ

∑

j

Ωj,(2)

a− z′j
,

∇t =
∂

∂t
− 1

2κt

∑

p,q

Ωk+p,k+q ,

where we denoted Ωi,(2) =
∑
pΩi,k+p = ΩW ′

i ,W
′′
1 ⊗···⊗W ′′

m
.

Let us identify

(W ′
∞ ⊗W ′

1 ⊗ · · · ⊗W ′
k ⊗W ′′

1 ⊗ · · · ⊗W ′′
m)g

=
⊕

λ

(W ′
∞ ⊗W ′

1 ⊗ · · · ⊗W ′
k ⊗ Vλ)

g ⊗ (V ∗
λ ⊗W ′′

1 ⊗ · · · ⊗W ′′
m)g.

Under this identification, one has:

Ωj,(2) = ΩW ′
j ,Vλ

,
∑

p,q

Ωk+p,k+q = DV ∗
λ
= DVλ

.

Thus, we see that the specialization exactly coincides with the product of KZ con-
nections on X0

k+1 ×X0
m.

Finally, in order to justify that our calculation of the specialization functor is
valid, we have to check that our connection satisfies the non-integrality property
(6.3.4). This follows from the fact that in our case, the operator A(t = 0) is given by
1
2κDVi . Thus, its eigenvalues are of the form 〈λ, λ+2ρ〉/2κ. Since 〈λ, λ+2ρ〉 ∈ Q,
and κ /∈ Q, these eigenvalues can not differ by a non-zero integer (this is the only
place where we use the condition κ /∈ Q!).

This completes the proof of the gluing axiom.

Therefore, we see that the KZ connection given above does define a genus zero
complex modular functor. Thus, it defines a structure of a weakly rigid tensor
category on Repfg.

Proposition 6.5.4. The weakly rigid tensor structure on Repf (g) defined as
above coincides with the Drinfeld category structure defined in Section 1.4.

The proof of this proposition immediately follows from the definition of Drin-
feld’s category. This, in particular, shows that this category is rigid.

The reader might notice that the proof of the gluing axiom given above is
essentially the same proof we used in Chapter 1 to prove the associativity axiom
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for the Drinfeld’s category—only now we have the language of connections with
regular singularities and specialization functors in our disposition, which allows us
to make all the arguments absolutely rigorous.

6.6. Twisted D-modules

So far, we have only discussed modular functors in which the bundle of confor-
mqal blocks carries a natural flat connection (“modular functors with zero central
charge”). Comparing this with the discussion of Section 5.7, we see that these
modular functors correspond to categories with p+/p− = 1. However, most inter-
esting examples — for example, the category of representations of quantum groups
at roots of unity — do not satisfy this property. As was discussed in Section 5.7,
the way to incorporate modular categories with p+/p− 6= 1 is to define modular
functor with central charge. In topological language, it was defined as a projective
representation of the tower of mapping class groups, or, more precisely, as a rep-
resentation of a suitable central extension of this tower with the central element
acting by the fixed constant K (multiplicative central charge).

In order to give an analogous description of the modular functor with central
charge, we need to introduce the appropriate formalizm — namely, the notion of
twisted D-modules. This is done in this section; in the next section, we will use
this formalizm to define modular functor with central charge.

As before, the simplest way to describe such modular functors is to replace the
requirement that the bundle carry a flat connection by a projectively flat connection,
i.e., a connection such that [∇X ,∇Y ]−∇[X,Y ] is an operator of multiplication by a
function (depending on X,Y ). Equivalently, we can say that the sheaf of sections
carries a projective action of the algebra of vector fields, or that the sheaf of sections
is a projective D-module.

However, we want to describe the failure of the connection to be flat more
precisely, by describing the corresponding central extension of the Lie algebra of
vector fields. It can be done as follows.

First, let us say that an OS-module is a sheaf of Lie algebras if we have a Lie
algebra structure on local sections; the Lie bracket does not have to be OS-linear.
For example, the sheaf ΘS of vector fields on S is a sheaf of Lie algebras. A map of
Lie algebra sheaves is just a sheaf morphism which preserves both the Lie bracket
and OS-module structure.

Definition 6.6.1. A central extension of ΘS is a sheaf of Lie algebras A on S
along with given maps of sheaves of Lie algebras giving a short exact sequence

0 → OS
ψ−→ A ε−→ ΘS → 0(6.6.1)

(here OS is considered as sheaf of Lie algebras with zero bracket) such that:

1. ψ(1) is central in A.
2. For a, b ∈ A, f ∈ OS , we have [a, fb] = f [a, b] + (ε(a)f)b.

A module F over A is a quasicoherent O-module with the action of A (as a Lie
algebra) on F which agrees with the O-module structure: ψ(f)s = fs, f ∈ O, s ∈
F .

Remark 6.6.2. This is a special case of a more general notion of Atiyah algebra,
in which OS is replaced by an arbitrary sheaf of associative algebras over O, see
[BS] for details.
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One can easily see that locally in S, we can choose a lifting, i.e. a morphism
of OS-modules a : Θ → A; then the bracket can be written as [a(X), a(Y )] =
a([X,Y ]) + c(X,Y ), where c(X,Y ) ∈ O is a 2-cocycle on ΘS.

Examples 6.6.3. 1. Let AO = OS⊕ΘS (direct sum as OS-modules), with
the bracket given by [X + f, Y + g] = [X,Y ] +X(g)− Y (f), where X,Y ∈
Θ, f, g ∈ O, and [X,Y ] is the usual bracket of vector fields. This plays the
role of a trivial central extension.

2. Let L be a line bundle on S, L— sheaf of sections of L. Define AL as the
algebra of first order differential operators in L. If we choose a local trivial-
ization of L, then sections of A have the form ∂ = X + f,X ∈ ΘS , f ∈ OS .
In other words, choice of trivialization L|U ∼−→ O|U defines an isomorphism

AL|U ∼−→ AO|U .
3. Let A be a central extension of Θ, k ∈ C× . Then we can define the central

extension Ak; as a sheaf of Lie algebras, it coincides with A, but the embed-
ding O → Ak given by ψ/k, where ψ is the embedding O → A. Equivalently,
if we locally choose a lifting Θ → A so that the extension A is given by a
2-cocycle c(X,Y ), then Ak is given by the 2-cocycle kc(X,Y ), which also
shows that it is well-defined for k = 0. One can easily check that for integer
k, one has ALk = (AL)

k. Using this, we will define for any k ∈ C the “sheaf
of first order differential operators in Lk” by

ALk = (AL)
k.

Now one can easily see that every projectively flat connection ∇ in a vector
bundle E defines a central extension A of Θ such that ∇ defines a true action of A
by first order differential operators in E. In other words, failure of a projectively
flat connection to be flat can be described by a central extension A of the Lie
algebra of vector fields.

Exercise 6.6.4. Let L be a line bundle on S. Show that AL is isomorphic
to the Lie algebra of vector fields on the total space of L which commute with
the action of C× on L by dilations; locally, such vector fields have the form ∂ =
X + f(s)u∂u, X ∈ ΘS, f ∈ OS , where u is coordinate along the fibers of L. Using
this, show that an action of ALk on a vector bundle E on S is the same as a
monodromic flat connection on the pullback π∗E of E to L× = L \ {zero section}
such that the monodromy of this connection around the zero section is equal to
e−2πik.

As with the usual flat connections, we can also use the language of D-modules.
The appropriate generalization of the notion of D-module is the notion of twisted
D-module.

Definition 6.6.5. A twisted sheaf of differential operators on S is a sheaf of
associative algebras U on S and an embedding OS →֒ U such that locally, the pair
(U ,O →֒ U) is isomorphic to (D,O →֒ D). A twisted D-module is a sheaf of modules
over a twisted sheaf of differential operators.

It turns out that the notions of twisted sheaves of differential operators and of
central extensions of Θ are equivalent. Namely, for a twisted sheaf U of d.o., we can
define the subsheaf U1 of differential operators of first order. A reader can easily
check that U1 is closed under the Lie bracket [a, b] = ab − ba and the action of U1
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on O by ∂(f) = [∂, f ] defines an isomorphism U1/O ∼−→ Θ, and thus U1 is a central
extension of Θ. Conversely, if A is a central extension of Θ, then define

U(A) = U(A)/(f − ψ(f)), f ∈ O,

where U(A) is the universal enveloping algebra of A (as an O-module, it is isomor-
phic to O ⊕A⊕ S2(A)⊕ . . . ).

Lemma 6.6.6. The functors U 7→ U1, A 7→ U(A) are inverse to each other and
thus give an equivalence of categories of twisted algebras of differential operators and
central extensions of Θ. In particular, twisted D-modules are the same as modules
over central extensions of Θ.

We refer the reader to [BS] for the proof (easy) and more details.

Example 6.6.7. For a line bundle L, let DL be the sheaf of differential opera-
tors in L. This is a twisted sheaf of d.o., which corresponds to the central extension
AL.

In a similar way, we can define the “sheaf DLk of differential operators in
Lk” as the twisted sheaf of d.o. corresponding to the central extension ALk (see
Example 6.6.3):

DLk = U(ALk ).(6.6.2)

Exercise 6.6.8. Let us choose local trivializations of L: ϕα : L|Uα

∼−→ O|Uα

(where {Uα} is an open cover of S), and let fαβ = ϕβϕ
−1
α ∈ O(Uα∩Uβ) be the corre-

sponding transition functions. Show that this defines isomorphisms ϕα : DLk |Uα

∼−→
D|Uα , and the transition functions ϕβϕ

−1
α : D(Uα ∩ Uβ) → D(Uα ∩ Uβ), when re-

stricted to vector fields, are given by

ϕβϕ
−1
α : v 7→ v + k

v(fαβ)

fαβ
.

Note that the right-hand side is not a vector field but a first order differential
operator.

Exercise 6.6.9. Show that if L admits a flat connection, then DL ≃ D, AL ≃
AO.

As for usual D-modules, we can define the category RSLc(M,M) (where L is a
vector bundle overM) as the category of vector bundles overM (up to meromorphic
equivalence) with an action of DLc on the sheaf of sections such that E admits a
trivialization such that the action of vector fields has first order poles. Indeed, the
regularity condition is local, and locally a twisted sheaf of differential operators is
isomorphic to the usual sheaf D of differential operators.

Similarly, we can define the specialization functor

SpD : RSLc(M,M) → RSLc(ND,N×D).

Note that restriction of L to the fiber NdD ≃ C× is necessarily trivial, so that there
is no need to change the definition of monodromic connection.
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6.7. Modular functor with central charge

In order to apply the technique of twisted D-modules to modular functors, we
must choose a line bundle L on each of the moduli spacesMg,n in a consistent way.
We will use the so-called determinant line bundle introduced by Grothendieck (see
[KM] for details). As before, in order to define a line bundle on Mg,n we need to
define a line bundle on S for every family of curves CS over S.

Before doing so, let us introduce some notation. Let L be a finite-dimensional
vector space; we define one dimensional vector space detL as the highest exterior
power of L:

detL = ΛdimLL.

More generally, for a finite complex of finite-dimensional vector spaces L• = . . .→
Li−1 → Li → Li+1 → . . . , we denote detL• =

⊗
(detLi)

(−1)i , where, for a one-
dimensional vector space X , we let X1 = X , X−1 = X∗.

Exercise 6.7.1. Show that there is a canonical isomorphism

detL• =
⊗

(detHi(L•))(−1)i .

This definition can be generalized to vector bundles over a smooth base S:
if E is a vector bundle of dimension n over S, then we define line bundle detL
by detL = ΛnE. Again, this can be trivially generalized to complexes of vector
bundles, and we have the following proposition.

Lemma 6.7.2. Let E•, F • be finite complexes of vector bundles over S, and
let f : E• → F • be a morphism of complexes of vector bundles which is a quasi-
isomorphism, i.e., it induces isomorphism of the cohomology sheaves Hif : Hi(E•)

∼−→
Hi(F•). Then f defines an isomorphism of the line bundles detE• ≃ detF •.

This lemma allows one to define det E for arbitrary coherent O-module E , gen-
eralizing the case when E is the sheaf of sections of a vector bundle E. Indeed, every
coherent O-module admits a resolution by vector bundles: we can find a complex of
vector bundles F • such that H0(F•) = E ,Hi(F•) = 0 for i 6= 0. By definition, let
det E = detF •. Lemma 6.7.2 shows that this is independent of the choice of resolu-
tion. The same argument shows that we can define det E• for a complex of coherent
O-modules E•, and that it only depends on the quasi-isomorphism class of E•; in
other words, det is well defined on the derived category of coherent O-modules (see
[KM] for details).

Remark 6.7.3. In [KM], the determinant line bundle is defined as a pair,
consisting of a line bundle a and “parity”, i.e. an element of Z/2Z. Parity is
important for tracking correct signs in isomorphisms like det(F⊕G) ≃ detF⊗detG.
However, for us these signs are not important, and therefore we omit parity.

Definition 6.7.4. Let CS be a family of pointed curves over S. We define the
corresponding determinant line bundle QS by

Q = (detRπ∗OCS )
−1 =

⊗
(detRiπ∗OCS)

(−1)i+1

,(6.7.1)

where π is the projection CS → S.

Note that this definition does not use the marked points. Also, this definition
is valid even if the family CS is singular: in this case, Riπ∗OCS needs not be a
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vector bundle, but is always a coherent OS-module, and thus detRiπ∗OCS is a line
bundle.

For readers who prefer to avoid using the notion of higher direct images, it
suffices to say that the fiber of this line bundle at point s ∈ S is

Qs =
⊗

(detHi(Cs,OCs))
(−1)i+1

.

For a smooth family, this definition can be simplified. Let us assume that CS is a
non-singular family with connected fiber. Then H0(Cs,O) = C , and Hi(Cs,O) = 0
for i > 1 (since O is coherent). Thus, in this case Q = detR1π∗(OCS ), so its fiber
at point s is given by

Qs = det(H1(Cs,OCs)).(6.7.2)

These spaces are well known (see, e.g., [GH]): for a compact complex curve of
genus g, H1(C,OC) is a vector space of complex dimension g. In particular, for
g = 0, H1(C,OC) = 0 and thus, the determinant line bundle is trivial.

One easily sees that definition of the determinant bundle QS is functorial in S,
and thus, we have a well-defined line bundle QM over the moduli stack Mg,n. The
same definition also works for singular curves, and thus QM is well defined over the
completion Mg,n.

Finally, let us discuss the behavior of the determinant bundle with respect
to gluing. Let A be a finite set, α, β ∈ A—an unordered pair, A′ = A \ {α, β}.
Such a pair defines a “clutching” map Sα,β : M∗,A → N(D0), where D0 is the

corresponding component of the boundary in M∗,A′ (see (6.2.7)).

Proposition 6.7.5. Let Sα,β be as above, Q–the determinant line bundle on
M∗,A′. Let us also denote by Q the corresponding line bundle on N(D0). Then
S∗
α,β(Q) is canonically isomorphic to the determinant line bundle over M∗,A.

We omit the proof of this proposition, referring the reader to [BFM].
Now, we are ready to formulate the definition of the modular functor with

central charge, which is parallel to Definition 6.4.1, but with replacement of vector
bundles with flat connection by vector bundles with the action of the central ex-
tension AQc of the Lie algebra of vector fields, or, equivalently, with the action of
DQc . As before, let C be an abelian category over the field C , and R – a symmetric

object in ind−C⊠2.

Definition 6.7.6. A complex C-extended modular functor with (additive) cen-
tral charge a ∈ C is the following collection of data:

(i) For every finite set A and W ∈ C⊠A, a finite-dimensional vector bundle over
M∗,A with an action of DQa . This bundle is called the bundle of conformal blocks;

its fiber at a point C ∈M∗,A will be denoted by 〈W 〉C .
(ii) Isomorphisms 〈X〉C′ ⊗ 〈Y 〉C′′ ≃ 〈X ⊠ Y 〉C′⊔C′′ .
(iii) Gluing isomorphisms. Let A be a finite set, α, β ∈ A—an unordered

pair, A′ = A \ {α, β},W ∈ C⊠A′

. For every such collection, we require an isomor-
phism of DQa -modules on M∗,A:

Gα,β : 〈W ⊠R〉 ∼−→ S∗
α,βSpD〈W 〉,(6.7.3)

where Sα,β : M∗,A → N(D0), D0 ⊂ M∗,A′ , is the “clutching” (6.2.7), and R is
placed at positions with indices α, β. (Since Sα,β is a C× -bundle, the definition of
S∗
α,β causes no problems.)
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(iv) Vacuum propagation. We have a distinguished element 1 ∈ Ob C, and
for every α ∈ A, we require an isomorphism of DQa -modules on M∗,A:

Gα : 〈W ⊠ 1〉 ∼−→ S∗
α〈W 〉,(6.7.4)

where Sα : M∗,A →M∗,A\α is the operator of erasing the point α.
These data have to satisfy the following properties:

Functoriality: W 7→ 〈W 〉C is functorial in W , and the isomorphisms (ii)-(iv)
are functorial isomorphisms.

Compatibility: the isomorphisms (ii)-(iv) are compatible with each other and
with the commutativity, associativity, and unit morphisms in Vecf (cf. Def-
inition 4.2.1).

Normalization: 〈1,1〉P1 = C .

Note that the requirement that 〈W 〉 be a DQa is equivalent to saying that the
pull-back of 〈W 〉 to the total space of the line bundle Q has a monodromic flat
connection with the monodromy e−2πa around the zero section (see Exercise 6.6.4).

Let us now relate it to the topological formulation of the modular functor with
central charge. To do it, let us recall the definition of the central charge for the
modular functor in the topological setup (see Section 5.7).

It was defined using the central extension of the usual tower of mapping class
groups by the groupoid TΣ = TH1(Σ,R), where Σ is a closed oriented topological
surface of genus g, and for a symplectic real vector space V , TV is the Poincare
(fundamental) groupoid TV = π1(ΛV ) of the set ΛV of all Lagrangian subspaces in
V . Recall also that for every L ∈ TV ,HomTV (L,L) ≃ Z.

It is well known (see, e.g., [GH]) that for a connected compact complex curve
the natural map of sheaves R → O induces an isomorphism of the cohomology
spaces H1(C,R) ≃ H1(C,O), where both sides are considered as vector spaces over
R. In other words, a choice of a complex structure on a topological surface Σ defines
a complex structure on the 2g-dimensional real vector space V = H1(Σ,R).

Theorem 6.7.7. Let C be a complex curve. Then one has a canonical equiva-
lence of groupoids

TΣ = π1(Q
⊗2
C \ {0})

where, as before, QC = detH1(C,OC).

Proof. Let us note that the complex structure on V = H1(C,R) defined by
the identification V ≃ H1(C,O), agrees with the symplectic structure in V as
follows:

〈·, iC ·〉 is symmetric positive definite(6.7.5)

where 〈·, ·〉 is the symplectic form, and iC ∈ EndR(V ) is the operator of multipli-
cation by i =

√
−1 in the complex structure defined by C.

Let V be an arbitrary symplectic real vector space. Denote by HV the set of all
complex structures on V satisfying the condition above. It is usually called Siegel
upper half plane of V . We quote without proof the following standard result, which
can be found, for example, in [GH].

Theorem 6.7.8. HV is a contractible space.

Exercise 6.7.9. Show that for V = R2 with the standard symplectic form,
HV can be identified with the upper half-plane of C .
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Let us consider the line bundle λ over HV , whose fiber at point h ∈ HV is
λh = detC V ; here V is considered as g-dimensional vector space over C with the
complex structure given by h. Consider the total space of λ⊗2 \ {zero section}.

Proposition 6.7.10. For every h ∈ HV , one has canonical equivalence of
groupoids

π1(λ
⊗2 \ {zero section}) ≃ π1(λ

⊗2
h \ {0}) ≃ TV .(6.7.6)

Obviously, this proposition immediately implies the statement of the theorem.
Let us first construct equivalence π1(λ

⊗2\{zero section}) ≃ π1(λ
⊗2
h \{0}). This

equivalence follows from the fact that HV is contractible, and therefore, embedding
λ⊗2
h \ {0} →֒ λ⊗2 \ {zero section} is a homotopy equivalence.

Next, let us construct equivalence π1(λ
⊗2
h \ {0}) ≃ TV . To do so, let us rewrite

the definition of TV as follows. Let L be the tautological vector bundle of dimension
g over ΛV : it is a sub-bundle of the trivial bundle V × ΛV such that its fiber at
point L ∈ T (V ) is the subspace L ⊂ V . Consider the one-dimensional vector
bundle λR = detR L = ΛgRL (to avoid confusion, we use subscript R for determinant

of vector spaces over R). Then λ×R / ± 1 is a bundle with fiber R+ over ΛV ; thus,

λ×R /± 1 → ΛV is a homotopy equivalence, and TV = π1(λ
×
R /± 1).

Now let h ∈ HV be a complex structure on V , λh = detV = ΛgV , where V is
considered as a vector space over C using the complex structure h. Thus, we have
a well-defined map λR = ΛgRL → λh = ΛgV ; the left-hand side is one dimensional
real vector space, the right hand side is one-dimensional complex vector space. This
gives rise to a map λ×R /± 1 → λ⊗2 \ {0}.

This completes the proof of the proposition. On the other hand, the proposition
immediately implies the statement of the theorem.

Example 6.7.11. Let g = 1, so Σ is a torus (or, equivalently, C is an elliptic
curve). Then V = R2 with the canonical symplectic form, so ΛV is the set of all
real one-dimensional subspaces in R2 , thus ΛV ≃ S1. On the other hand, in this
case λh = detV = V (as a complex vector space). Thus, in this case the canonical
map π1(ΛV ) → π1(λ

⊗2
h \ {0}) is obvious.

As an immediate corollary of Theorem 6.7.7, we see get the following result.
As before, let C be an abelian category over C.

Theorem 6.7.12. The notions of C-extended topological MF with multiplicative
central charge K and of C-extended complex MF with additive central charge a are
equivalent if K = eπia.

Corollary 6.7.13. Any MTC category over C gives rise to a C-extended com-
plex MF with additive central charge a such that

eπia = p+/p−.(6.7.7)

Conversely, every C-extended complex MF with additive central charge a defines
a weakly ribbon structure on C; if this category is rigid, then it is modular, and
p+/p− is given by the formula above.

Note that for modular functors coming from rational conformal field theory,
the additive central charge is given by

a = c/2,
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where c is the Virasoro central charge of the theory (we will illustrate it in the next
chapter, where the Wess-Zumino-Witten model is considered). Combining this with
the corollary above, we see that in this case one has

K =
p+

p−
= eπic/2

(cf. Remark 3.1.20).
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CHAPTER 7

Wess–Zumino–Witten Model

In this chapter, we give a construction of what is probably the best known
example of a modular functor. This modular functor is based on the category
of integrable representations of an affine Lie algebra and appears naturally in the
Wess–Zumino–Witten model of conformal field theory; abusing the language, we
will call it the WZW modular functor. The literature devoted to this measures in
hundreds of papers; the most prominent among them are [KZ], [MS1], [TUY],
[BFM]. For more detailed exposition of conformal field theory in general and
WZW model in particular, we refer the reader to [FMS] and references therein.

The main goal of this chapter is to prove the following result. Fix a simple
complex Lie algebra g, and let Oint

k be the category of integrable modules of level
k ∈ Z+ over the corresponding affine Lie algebra ĝ.

Theorem 7.0.1. The category Oint
k has a structure of a modular tensor cate-

gory.

Of course, in this form the theorem is not very precise since we have not defined

the tensor product (which is usually called the fusion product, and denoted
.
⊗, to

distinguish it from the usual tensor product of vector spaces). We will give a precise
definition later (see Corollary 7.9.11).

Another important result, which, unfortunately, we will not prove, is the follow-
ing. Recall that in Section 3.3 we defined a structure of a modular tensor category
on a certain subquotient Cint(g,κ) of the category of representations of the quantum
group Uqg, q = eπi/mκ.

Theorem 7.0.2 ([F]). The category Oint
k is equivalent to the category Cint(g,κ)

as a modular tensor category for κ = k+ h∨, where h∨ is the dual Coxeter number
for g.

Because of the importance of these two theorems, we will comment here on
their history. They have appeared in somewhat vague form in physics literature in
the 1980s. The accurate construction of the tensor structure on Oint

k first appeared
in [MS1]; however, Moore and Seiberg did not give a complete proof.

To the best of our knowledge, there are three known proofs of Theorem 7.0.1.
The first one, which we present in this chapter, is based on the use of the notion
of modular functor. The corresponding modular functor (which, as we mentioned
above, naturally appears in the Wess–Zumino–Witten model of conformal field
theory) is defined in terms of the spaces of coinvariants. The crucial step in proving
that these spaces satisfy the axioms of a modular functor is checking the gluing
axiom, which was done by Tsuchiya, Ueno, and Yamada [TUY]. Another proof of
the gluing axiom can be obtained by suitably modifying the proof for the minimal
models given in [BFM].

167
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The second proof of Theorem 7.0.1 was given by Finkelberg [F], who based
his approach on the series of papers of Kazhdan and Lusztig [KL]. They proved
that for negative integer level k, the category Ok is a ribbon category, which is
equivalent to the category C(g,κ) of representations of the quantum group Uqg.
Therefore, this category contains a subquotient category which is equivalent to the
MTC Cint(g,κ). Combining this result with a certain duality between the categories
Ok and O−2h∨−k, Finkelberg showed that this subquotient is dual to the category
Oint
k , thus establishing simultaneously Theorems 7.0.1 and 7.0.2.
Finally, the third proof of Theorem 7.0.1, based on the theory of vertex operator

algebras, was recently given by Huang and Lepowsky [HL].
Unfortunately, none of these proofs is easy. Finkelberg’s proof is based on a 250

pages long series of papers [KL], which is very tersely written; few people (if any
at all) have expertise and patience to follow all the details of this proof. Similarly,
the proof of Huang and Lepowsky is heavily based on a number of their previous
papers on vertex operator algebras, which can sometimes get rather technical. The
modular functor approach seems to be the easiest of all three, but it still requires all
the formalism of modular functors and their relation with tensor categories (which
took the previous 140 pages of this book) and some non-trivial algebraic geometry
used in [TUY], also not an easy reading.

The proof given in this chapter is based on the modular functor approach; how-
ever, our proof of the gluing axiom follows the ideas of [BFM] rather than [TUY].
This proof was never published before; however, for the most part it closely follows
the arguments in [BFM], so all the credit belongs to Beilinson, Feigin, and Mazur.
Modifying their arguments for WZW model was rather straightforward; according
to private communications from Beilinson and Feigin, they intended to include the
proof for WZW model in the final version of the manuscript. Unfortunately, it is
not clear when (and if) such a final version appears, so we include this proof here.

7.1. Preliminaries on affine Lie algebras

The aim of this subsection is just to fix the notation, we refer to the book of
Kac [K1] for a comprehensive treatment.

Let g be a finite dimensional simple Lie algebra over C . We fix a Cartan
subalgebra h ⊂ g and let 〈·, ·〉 be an invariant bilinear form on g normalized so that
〈α, α〉 = 2 for long roots of g. We will use the same notations (and notions) as in
Section 1.3.

Let g((t)) ≡ g ⊗C C ((t)) be the loop algebra of g. Then the affine Lie algebra
of g is

ĝ = g((t))⊕ CK(7.1.1)

with commutation relations

[a⊗ f, b⊗ g] = [a, b]⊗ fg + 〈a, b〉Res0(df g)K, [K, ĝ] = 0.

For brevity, we often use the notation x[n] = x⊗ tn, x ∈ g.
We let ĝ+ = tg[[t]], ĝ− = t−1g[t−1]. We have a decomposition of ĝ into subal-

gebras

ĝ = ĝ+ ⊕ g⊕ CK ⊕ĝ−.
We will be interested in ĝ-modules of level k ∈ C , i.e., modules V such that

K|V = k idV ; this is equivalent to considering modules over U(ĝ)k = U ĝ/U ĝ(K−k).
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We will denote by Ok the category of ĝ-modules of level k which have weight
decomposition with finite-dimensional weight subspaces, such that the action of ĝ+

is locally nilpotent and the action of g is integrable.
Of special interest for us are two classes of modules from Ok: Weyl modules

and integrable modules. Weyl module V kλ , λ ∈ P+, is defined by

V kλ = Indĝ

g⊕ĝ+⊕CK Vλ,(7.1.2)

where Vλ is the irreducible finite-dimensional g-module with highest weight λ, which
we consider as a module over g⊕ ĝ+⊕CK by lettingĝ+ act as 0 and K act as k id.
The Weyl module is free over ĝ−.

If k /∈ Q, then Weyl modules are irreducible and the category Ok is semisimple.
We will be mostly interested in the other extreme case k ∈ Z+. In this case, we can
also consider integrable highest-weight modules. We will denote by Oint

k ⊂ Ok the
subcategory of integrable modules, i.e., such modules that for every root α, n ∈ Z,
the action of eα[n] is locally nilpotent. It is known that Oint

k is semisimple with
simple objects Lkλ, λ ∈ P k+, where P

k
+ is the positive Weyl alcove

P k+ = {λ ∈ P+ | (λ, θ∨) ≤ k},(7.1.3)

see [K1]. (Note that P k+ is the same set which we denoted by C in Section 3.3.)

The modules Lkλ are irreducible and can be described as the quotient Lkλ = V kλ /Zλ,
where Zλ is the unique maximal proper submodule of V kλ . It is known that Zλ is
generated by one vector: Zλ = U ĝ(eθ[−1])a+1vλ,k, where a = k − (λ, θ∨).

It is useful to note that both V kλ and Lkλ have a natural Z−-grading (sometimes
called the homogeneous grading), defined by deg vλ,k = 0, deg a[n] = n, a ∈ g, n ∈ Z.
It is easy to see that homogeneous components of V kλ (and, in fact, any module in
the category Ok) are finite-dimensional.

Finally, we will define the duality in the category Ok by DV = (V ∗)♮, where V ∗

is the restricted dual to V , i.e. the direct sum of the dual spaces to homogeneous
components of V , and ♮ is defined as follows: for a ĝ module W , the module
W ♮ coincides with W as a vector space, and the action of ĝ is twisted by the
automorphism

♮ : x[n] 7→ (−1)nx[−n], K 7→ −K.(7.1.4)

It is easy to see that D is an anti-automorphism of the category Ok which preserves
Oint
k . In particular, for an integrable module Lkλ, DL

k
λ is also an irreducible inte-

grable module, whose top homogeneous component is V ∗
λ . It is (non-canonically)

isomorphic to Lk−w0(λ)
.

7.2. Reminders from algebraic geometry

In this section we briefly list some facts from algebraic geometry which will
be used below. All of them are quite standard, so a reader who has even basic
knowledge of algebraic geometry over C can safely skip this section.

All varieties considered in this section are considered with analytic topology;
as before, we use the words “manifold” and “non-singular variety” as synonyms.
For a variety S, we denote by OS the structure sheaf of S (i.e., the sheaf of analytic
functions on S). We assume that the reader is familiar with the notion of a O-
module and a coherent O-module. As usual, for a point s ∈ S we define by OS,s

the local ring at s, i.e. the ring of germs of analytic functions at s, and by ms

the maximal ideal of this ring, which consists of functions vanishing at s. We also
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denote by ÔS,s the completion of the local ring with respect to topology given by
the powers of the maximal ideal. In particular, if dimS = 1, s ∈ S is a regular
point, and t is a local parameter at s, i.e., an analytic function in a neighborhood

of s such that t(s) = 0, (dt)s 6= 0, then ÔS,s ≃ C [[t]].
For an OS-module F we define its fiber at point s ∈ S to be Fs/msFs. In

particular, if F is the sheaf of sections of a vector bundle F , then in this way
one recovers the fibers of F . We will say that an O-module F is lisse if it is the
sheaf of sections of a finite-dimensional vector bundle. Note that every lisse sheaf
is coherent, but converse is not true.

In general, for an open subset U ⊂ S and a sheaf F on S, we denote by F(U)
the vector space of sections of F over U . However, in the case when U = C \D,
where C is compact and D is a divisor, and F—an O-module over C, we will
denote by F(C − D) the space of meromorphic sections of F over C which are
regular outside of D. We hope it won’t cause confusion.

We will use the following well known facts about complex curves. As before, all
the curves are assumed to be compact and non-singular (unless specified otherwise),
but not necesarily connected.

Theorem 7.2.1 (Riemann-Roch). Let C be a connected complex curve, and
p1, . . . , pn, q—distinct points of C (n ≥ 0). Let us fix the principal parts of Laurent
expansions (f)i ∈ C ((ti ))/C [[t]] near pi. Then there exists a function f ∈ O(C −
{p1, . . . , pn, q}) which has given principal parts of Laurent expansion at pi and has
a pole at q. Moreover, the order of pole at q can be bounded by a constant which
only depends on the order of poles at pi and the genus of the curve C.

This theorem can be generalized to curve which may have ordinary double
point singularities and may be disconnected. In this case, we have to allow poles
at a collection of points q1, . . . , qm such that on every component of C there is at
least one of the points qi.

Theorem 7.2.2. Let C be a complex curve (possibly disconnected and singu-
lar). Let q ∈ C be a regular point, and t—a local parameter at q. Then the vector
space

C ((t))/C [[t]] +O(C − q),

is finite dimensional. Moreover, there exists N ∈ Z+ which only depends on the
topology of C such that

O(C − q) + C [[t]] ⊃ t−NC [t−1 ] + C [[t]].

7.3. Conformal blocks: definition

In this section, we will define the vector spaces of coinvariants; later we will
show that these vector spaces satisfy the axioms of a modular functor. The basic
references for this section are [TUY], [Be] (with minor changes).

Fix a compact nonsingular complex curve C (not necessarily connected), a
finite dimensional simple Lie algebra g, and a positive integer k.

Let p1, . . . , pn be distinct points on C with local coordinates t1, . . . , tn (recall
that a local coordinate at a point p is a holomorphic function t in a neighborhood
of p such that t(p) = 0, (dt)p 6= 0). We will always assume that on every connected
component of C there is at least one point. Let V1, . . . , Vn ∈ Ok be some ĝ-modules
associated to these points.
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We will use the notations

~p = (p1, . . . , pn),

V = V1 ⊗ . . .⊗ Vn.

In particular, if Vi = Lkλi
are integrable modules, we will use the notation

~λ = (λ1, . . . , λn), Lk~λ = Lkλ1
⊗ · · · ⊗ Lkλn

.

Consider the Lie algebra

g(C − ~p) = g⊗C O(C − ~p)(7.3.1)

of g-valued functions on C which are regular outside the points p1, . . . , pn and
meromorphic at these points. We have Lie algebra homomorphisms

γi : g(C − ~p) → g((t))

given by Laurent expansion around the point pi in the local coordinate ti. This
does not give a Lie algebra homomorphism g(C − ~p) → ĝ because of the central
term in definition of ĝ. However, by the Residue Theorem,

~γ = γ1 ⊕ · · · ⊕ γn : g(C − ~p) → g((t)) ⊕ · · · ⊕ g((t))

can be lifted to a homomorphism

~γ : g(C − ~p) → U(ĝ)k ⊗ · · · ⊗ U(ĝ)k, ~γ(x) =

n∑

i=1

1⊗ · · · ⊗ γi(x) ⊗ · · · ⊗ 1.

In particular, g(C − ~p) acts on V .

Definition 7.3.1. The space of conformal blocks is the vector space of coin-
variants

τ(C, ~p, V ) := Vg(C−~p) = V/g(C − ~p)V.

We will write τ(C, ~p,~t, V ) when we need to show the dependence on the choice
of local parameters ~t = (t1, . . . , tn).

It is easy to see that the construction above also makes perfect sense if we allow

ti be formal local parameters at pi, i.e., ti ∈ Ôpi , (dti)pi 6= 0. Note that once ti is

chosen, one has Ôpi = C [[ti ]].

Lemma 7.3.2 (Beauville [Be]). Let ~p, V be as above, and let q ∈ C−~p, λ ∈ P k+.

As before, let Vλ be the corresponding finite-dimensional g-module, and let V kλ be
the Weyl module over ĝ. Then the inclusion Vλ →֒ V kλ induces an isomorphism

(V ⊗ Vλ)g(C−~p)
∼−→ (V ⊗ V kλ )g(C−~p−q) = τ(C, ~p ∪ q, V ⊗ V kλ ),(7.3.2)

where g(C−~p) acts on Vλ via the evaluation map a⊗f 7→ f(q)a, a ∈ g, f ∈ O(C−~p).
Proof. Since the natural embedding V ⊗ Vλ →֒ V ⊗ V kλ is clearly g(C − ~p)

equivariant, it induces a map from the left hand side of (7.3.2) to the right hand
side.

By the Riemann–Roch formula, there exists a function z on C regular outside
~p ∪ q and having a simple pole at the point q. Then

O(C − ~p− q) = O(C − ~p)⊕
∞⊕

i=1

C z−i ,
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therefore g(C − ~p− q) ≃ g(C − ~p)⊕ ĝ−.
By definition, V kλ is a free U(ĝ−)-module isomorphic to U(ĝ−)Vλ; hence, Vλ ≃

(V kλ )ĝ− . Then (7.3.2) follows by tensoring with V and taking coinvariants with
respect to g(C − ~p).

Lemma 7.3.3. Let C be connected, and let Vi be quotients of Weyl modules:
Vi = V kλi

/Ii (the ideals Ii may be zero, maximal, or anything in between). As-

sume also that at least one of Vi is integrable, i.e., equal to Lkλi
. Then the natural

surjection V = V1 ⊗ · · · ⊗Vn ։ Lkλ1
⊗ · · · ⊗Lkλn

= Lk~λ gives rise to an isomorphism

τ(C, ~p, V )
∼−→ τ(C, ~p, Lk~λ).(7.3.3)

Proof. It suffices to prove that

(Lkλ1
⊗ V2 ⊗ · · · ⊗ Vn−1 ⊗ V kλn

)g(C−~p) = (Lkλ1
⊗ V2 ⊗ · · · ⊗ Vn−1 ⊗ Lkλn

)g(C−~p).

Let Z = {v ∈ V kλn
| Lλ1 ⊗ · · · ⊗ Vn−1 ⊗ v ⊂ Im g(C − ~p)}. Obviously, this is a

submodule in V kλn
; our goal is to prove that V kλn

/Z is integrable. This is equivalent

to the following statement: for every root α and v ∈ V kλn
, one has (eα[−1])Nv ∈ Z

for N ≫ 0 (in fact, it suffices to check this for α = θ). We leave it to the reader
to check that if we choose f ∈ C ((t)) such that f has first order pole at 0, then
the above condition is equivalent to (eαf)

Nv ∈ Z for N ≫ 0 (in other words, the
notion of an integrable module does not depend on the choice of local parameter).

Now let f ∈ O(C−p1−pn) be a function which has a first order pole at pn. By
the Riemann–Roch theorem, such a function exists if we allow it to have a pole of
sufficiently high order at p1. Since L

k
λ1

is integrable, and f is regular at p2, . . . , pn−1,

we easily see that action of eαf on Lkλ1
⊗ · · · ⊗Vn−1 is locally nilpotent. Therefore,

for any v1 ∈ Lkλ1
, . . . , vn ∈ V kλn

, one has v1 ⊗ · · · ⊗ vn−1 ⊗ (eαf)
Nvn ∈ Im g(C − ~p).

But this exactly means that (eαf)
Nvn ∈ Z for N ≫ 0.

This theorem can be rewritten in more invariant terms. For a module V ∈ Ok,
denote by V int its maximal integrable quotient (it is easy to see that it is well-
defined). Then the previous lemma immediately implies the following corollary.

Corollary 7.3.4. Let Vi ∈ OI
kNT , and at least one of Vi is integrable. Then

τ(C, ~p, V1 ⊗ · · · ⊗ Vn) = τ(C, ~p, V int
1 ⊗ · · · ⊗ V int

n ).

Corollary 7.3.5. Let V = V1 · · · ⊗ Vn, Vi ∈ Oint
k
. Then the embedding C =

V0 →֒ Lk0 induces an isomorphism

τ(C, ~p, V ) ≃ τ(C, ~p ∪ q, V ⊗ Lk0).(7.3.4)

Proof. This follows from Lemmas 7.3.2 and 7.3.3:

(V ⊗ Lk0)g(C−~p−q) ≃ (V ⊗ V k0 )g(C−~p−q) ≃ (V ⊗ C )g(C−~p).

Having proved these results, we can prove now the following proposition.

Proposition 7.3.6. If V = V1 · · ·⊗Vn, Vi ∈ Oint
k

, then the spaces of coinvariants
τ(C, ~p, V ) are finite dimensional.
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Proof. We may assume that C is connected. Combining Lemma 7.3.2 and
7.3.3, we see that it suffices to prove the statement for n = 1, V1 = Lkλ. It follows
from Theorem 7.2.2 that ĝ+ + g(C − p) ⊃ ĝ+ + t−N ĝ− for N ≫ 0. Therefore, it
suffices to prove that the vector space

WN = Lkλ/t
−N ĝ−Vλ

is finite-dimensional.
To prove this, note that one has a well-defined action of ĝ≤0 = g[t−1] on WN ,

which factors through the finite-dimensional quotient a = ĝ≤0/t−N ĝ≤0. Obviously,
WN = (Ua)vλ,k. On the other hand, a is generated by eα, fα, eαt

−1, and all of
these generators act nilpotently on WN . Thus, all we need is to prove the following
lemma.

Lemma 7.3.7. If a is a finite-dimensional Lie algebra with generators x1, . . . , xn,
and W is a cyclic a-module such that the action of xi in W is locally nilpotent, then
W is finite-dimensional.

To prove this lemma, we pass from the module W over Ua to the corre-
sponding graded module GrW over Gr(Ua) = S(a). Consider the variety S =
Supp(GrW ) ⊂ a∗. Then it follows from the nilpotency condition that xi, con-
sidered as a function on a∗, vanishes on S. By Gabber’s integrability theorem
[Gab], if x, y vanish on S, then [x, y] also vanishes. Therefore, S = {0}. But every
finitely generated module over the polynomial ring, which has a finite support, is
finite-dimensional. This proves the lemma, and thus, the proposition.

As an illustration, consider the simplest case C = P1.

Proposition 7.3.8. Let C = P1, p1, . . . , pn—distinct points on C.
(i) Let V k~λ = V kλ1

⊗. . .⊗V kλn
, and V~λ = Vλ1⊗. . .⊗Vλn . Then the homomorphism

(V~λ)g → τ(C, ~p, V k~λ )

obtained by restricting the natural map V k~λ → V k~λ /g(C − ~p)V k~λ , is an isomorphism.

(ii) Let z be a global coordinate on P1; assume that z(pi) is finite. Define the
endomorphism T : V~λ → V~λ by

T (v1 ⊗ · · · ⊗ vn) =

n∑

i=1

v1 ⊗ · · · ⊗ z(pi) eθvi ⊗ · · · ⊗ vn

Then one has an isomorphism

(Vλ1 ⊗ . . .⊗ Vλn)g⊕CTk+1 ≃ τ(P1, ~p, Lk~λ).

Proof. Part (i) is proved in the same way as Lemma 7.3.2, if we also note
that for one point, g(P1 − p) = g⊕ ĝ−. As for part (ii), it can be deduced from the
fact that Lkλ = V kλ /U ĝ(eθ[−1])a+1vλ,k.

Let us relate this description with the one usually given in the physics literature.
As before, let C = P1 with global coordinate z, and let the marked points be
0, z1, . . . , zn,∞ with the local parameters z, z− zi,−1/z respectively. Let us assign
to the points 0 and∞ someOk-modules V0, V∞ respectively and assign to the points
z1, . . . , zn Weyl modules V kλ1

, . . . , V kλn
. Then, by Lemma 7.3.2, we can replace in
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the definition of coinvariants V kλi
by Vλi and the algebra g(P1 − {0, zi,∞}) by

g(P1 − {0,∞}) = g[z, z−1]. Thus

(7.3.5) τ(P1, 0, z1, . . . , zn,∞, V0, . . . , V∞)

= (V0 ⊗ Vλ1 ⊗ . . .⊗ Vλn ⊗ V∞)/
(
(x[n])0 +

∑
zni xi + (−1)n(x[−n])∞

)

where n ∈ Z, x ∈ g, and notation xi means x acting on Vλi , etc. We can pass to
the dual space τ∗ which will be a subspace in

HomC(V0 ⊗ Vλ1 ⊗ . . .⊗ Vλn ⊗ V∞,C ) = HomC(V0 ⊗ Vλ1 ⊗ . . .⊗ Vλn , D̂V∞)

where Ŵ is the completion of a W ∈ Ok with respect to the homogeneous grading.
Rewriting the coinvariance condition, we get

τ∗ = {Φ : V0 ⊗ Vλ1 ⊗ . . .⊗ Vλn → D̂V∞ | Φ(x[n] +
∑

zni xi) = x[n]Φ}

= Homg[t,t−1](V0 ⊗ Vλ1 (z1)⊗ . . . Vλn(zn), D̂V∞),
(7.3.6)

where, as before, V (z) is the evaluation representation.
For the case g = sl2, n = 1 the dimensions of these spaces (which, as we will

show below, play the role of multiplicity coefficients Nk
ij for the modular category

Oint
k ) were calculated in [TK]; their answer agrees with the formula for Uq(sl2), q =

eπi/(k+2) given in (3.3.24)—as expected from Theorem 7.0.2.

Remark 7.3.9. It is a natural question to generalize the definition of coinvari-
ants, which can be viewed as Lie algebra homology in degree zero H0(g(C − ~p), V )
and consider all homology spacesH∗(g(C−~p), V ). To the best of out knowledge, this
approach was first suggested by B. Feigin. One of the first results in this direction,
proved in [Tel], is the vanishing theorem: if Vi are Weyl modules, then all higher
homology vanish. In particular, this theorem allows one to calculate dimensions of
the vector spaces of coinvariants τ(C, ~p, Lk~λ), by writing for each of Lkλi

a resolution

consisting of Weyl modules, and then using the fact that for the Weyl modules,
dimension of the space of coinvariants is known (see Lemma 7.3.8). This answer
coincides with the dimension of the spaces of homomorphisms in the category of
representations of quantum group at root of unity (see Proposition 3.3.23).

The meaning of the higher homology spaces (“higher conformal blocks”)Hi(g(C−
~p), V ) when Vi are integrable and the role they play in conformal field theory is still
unclear.

7.4. Flat connection

In the previous section, we have defined and studied some properties of the
vector spaces of coinvariants for a given curve C with marked points and chosen
local parameters at these points. Now, let us study what happens with these
spaces when we change the local parameters, or move the points. Let us assume
that we have a smooth family of pointed curves Cs, s ∈ S over a smooth base S.
As mentioned above, it means that we have a smooth manifold CS with a proper
flat smooth morphism π : CS → S such that each fiber Cs = π−1(s) is a complex
curve; we also have n non-intersecting sections pi : S → CS , and local parameters
ti, which are functions in a neighborhood of pi(S) ⊂ CS such that pi(S) is the zero
locus of ti, and dti 6= 0 on pi(S). Such a data defines on each fiber a structure of a
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pointed complex curve, with a local parameter at each puncture; as before, we will
assume taht on each connected component of Cs there is at least one marked point.
Similarly to the construction of the previous section, it is convenient to allow ti to be

formal parameter, i.e. an element of the completed local ring ÔCS,pi(S) ≃ OS [[ti]].
We will denote by ΘS the sheaf of vector fields on S. We will also denote

by O(CS − ~p(S)) the sheaf on S whose sections over U ⊂ S are by definition
meromorphic functions over π−1(U) ⊂ CS which are regular outside of pi(S); when
S = {point}, this coincides with the definition in the previous section. In a similar
way, we define g(CS − ~p(S)),Θ(CS − ~p(S))—all of them are sheaves on S.

Throughout this section, let us fix a family CS as above, choose integrable ĝ-
modules V1, . . . , Vn ∈ Oint

k , and let V = V1 ⊗ Vn. Then for every point s ∈ S we
can define the vector space of coinvariants

τs = τ(Cs, ~p(s), V ) = V/g(Cs − ~p(s))V.(7.4.1)

The main goal of this section is to prove the following theorem.

Theorem 7.4.1. Under the above assumptions, the vector spaces τs form a
vector bundle τS over S which carries a natural projectively flat connection. The
assignment S 7→ τS is functorial in S: for every map ψ : S′ → S and a family CS
over S as before, there is a canonical isomorphism τS′ = ψ∗(τS), where CS′ :=
ψ∗(CS).

We remind that a connection is called projectively flat if [∇X ,∇Y ] − ∇[X,Y ]

is an operator of multiplication by a function for any two vector fields X,Y on S.
The failure of the connection to be flat is, of course, related with the central term
in the definition of ĝ: for k = 0, the connection is flat (but of little interest, since
the only integrable module of level 0 is Lk0 = C ). We will discuss this later.

The remaining part of this section is devoted to the construction of the flat
connection and the proof of the theorem. For simplicity, we will assume that n = 1;
the general case can be treated similarly. Our exposition follows [BFM] (somewhat
simplified).

Lemma 7.4.2. The vector spaces τs form a OS-coherent sheaf over S, i.e., there
exists a coherent sheaf τS such that τs = τS/IsτS , Is being the ideal of functions
vanishing at s.

Proof. Let VS = OS⊗V (usual algebraic vector product, no completions); this
is an OS-module, which carries an OS-linear action of the OS-module g(CS−p(S)).
Define the sheaf

τS = VS/g(CS − p(S))VS .(7.4.2)

It is obvious that localizing τS at s ∈ S, we get the vector space of coinvariants
τs. The coherency of τS can be proved in a way similar to the proof of finite-
dimensionality of the spaces τ(C) in the previous section, using the following lemma.

Lemma 7.4.3. Let A be a finite-dimensional vector bundle of Lie algebras over
S which is generated (as a Lie algebra) by sections x1, . . . , xn. Denote by A the
sheaf of sections of A. Let W be an OS-module with an OS-linear action of A.
Assume that W is locally cyclic (i.e., locally there exists a section w0 ∈ W such
that W = Aw0) and action of xi is locally nilpotent: for every section w, one has
xNi w = 0 for N ≫ 0. Then W is OS-coherent.
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To prove this lemma, it suffices to note that by Gabber’s theorem, Supp(W)
is the zero section of the bundle A∗, and that every module over OS [x1, . . . , xm]
whose support is given by xi = 0, is OS-coherent.

We will show that the sheaf τS has a natural structure of a twisted DS-module,
i.e., a projective action of the sheaf ΘS of vector fields on S which is compatible
with the OS-module structure: ξ(φτ) = (ξφ)τ + φ(ξτ), ξ ∈ ΘS , φ ∈ OS . Since it is
well known that every O-coherent twisted D-module is in fact a sheaf of sections of
a vector bundle with a projectively flat connection, this will establish the theorem.

To construct an action of ΘS on the sheaf of coinvariants, let us first consider
the case when we have a fixed curve C with a marked point p, and S is the set of all
possible choices of a formal local parameter t at p. This set has a natural structure
of a projective limit of the smooth manifolds S(N) = {N -jets of local parameters
at p}. We have a tautological family of curves CS = C × S over S, with the same
marked point p and with the formal local parameter determined by s ∈ S.

This S is a torsor over the pro-Lie group (i.e., a projective limit of Lie groups)
K0 = AutC [[t]] of changes of local parameter. This group can be explicitly de-
scribed as the group of power series of the form a1t + a2t

2 + . . . , a1 6= 0, with
the group operation being composition; it acts on the set of formal local param-
eters in an obvious way. The corresponding Lie algebra T0 = LieK0 is given by
T0 = tC [[t]]∂t (see [TUY, Section 1.4] for precise statements). Therefore, the tan-
gent space to S at every point can be identified with T0. or, equivalently, T0 is the
space of all K0 left-invariant vector fields on S. Thus, to define an action of ΘS on
the bundle of coinvariants, one needs to define an action of T0.

Therefore, we see that the key step in this case would be to define an action of
T0 = tC [[t]]∂t on V . In the general case, we will in fact need an action of a larger
Lie algebra T = C ((t))∂t , which is usually called the Witt algebra. It has a natural
(topological) basis Ln = −tn+1∂t, n ∈ Z, with the commutation relations

[Lm, Ln] = (m− n)Lm+n.(7.4.3)

The subalgebra T0 is generated by Ln with n ≥ 0. Similarly, we will also use the
subalgebras T1 = t2C [[t]]∂t , T−1 = C [[t]]∂t generated (as topological Lie algebras)
by Ln with n ≥ 1 (respectively, n ≥ −1).

It is indeed possible to define a projective action of T on ĝ-modules. This is
known as the Sugawara construction. We formulate this result as a proposition,
referring the reader to [K1] for details and the proof.

Proposition 7.4.4. One can define elements Ln, n ∈ Z, in a certain comple-
tion of U(ĝ)k which have the following properties:

(i) In every module V from the category Ok, the action of Ln is well-defined,
and

[Lm, Ln] = (m− n)Lm+n + δm+n,0
m3 −m

12
c,(7.4.4)

where

c =
k dim g

k + h∨
.(7.4.5)

(ii) The operator Ln has degree n with respect to the homogeneous grading, and

[Ln, a[m]] = −ma[m+ n], a ∈ g.(7.4.6)
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(iii) In the Weyl module V kλ (and thus, in Lkλ), the operator L0 acts by

L0v = (∆λ − deg v)v, ∆λ =
〈λ, λ+ 2ρ〉
2(k + h∨)

.(7.4.7)

Part (i) of this proposition can be reformulated as follows. Let

V ir = C ((t))∂t ⊕ C c(7.4.8)

as before, this vector space has topological basis c, Ln = −tn+1∂t, n ∈ Z. We
define the structure of Lie algebra on V ir by (7.4.4) (it can also be defined in a
coordinate-free way, with the central term given as a residue of the f ′′′g). This
algebra is called the Virasoro algebra and plays a central role in conformal field
theory; by definition, it is a central extension of the Witt algebra C ((t))∂t . Thus,
part (i) claims that every module V ∈ Ok is naturally a module over V ir with the
central charge equal to k dim g/(k + h∨).

Note that when restricted to T−1 = C [[t]]∂t , the central term in (7.4.4) van-
ishes; thus, T−1 is a subalgebra in V ir and therefore acts on V . Hence, the same
construction also defines an action T0 on V . Considering T0 as the Lie algebra of
left-invariant vector fields on the set S of all choices of local parameter at p, one
easily sees that this action can be uniquely extended to the action of the sheaf ΘS
of all vector fields on S on the sheaf VS = OS ⊗ V .

Let us now consider the general case, when not only the local parameter but
also the the curve itself is allowed to vary.

First of all, let C be a complex curve, and t—a formal parameter at the point
p ∈ C. Denote by Θ(C − p) the space of meromorphic vector fields on C which are
holomorphic outside of p. Then we have a Lie algebra homomorphism γp : Θ(C −
p) → T obtained by expanding a vector field in a neighborhood of p in power series
in t. Similarly, if we have several marked points p1, . . . , pn, we can define a map

γ~p =
⊕

γpi : Θ(C − ~p) → T ⊕ · · · ⊕ T .(7.4.9)

On the other hand, Sugawara construction gives a projective action of the direct
sum T ⊕ · · ·⊕ T on V = V1 ⊗ . . .⊗Vn; thus, we get a projective action of Θ(C − ~p)
on V , which we will also denote by γ~p.

Lemma 7.4.5. (i) The action of Θ(C − ~p) on V , given by γ~p, is a true action,
not a projective one.

(ii) The actions of Θ(C − p) and g(C − p) on V agree as follows:

[γ~p(ξ), a⊗ f ] = a⊗ ξ(f), ξ ∈ Θ(C − p), a⊗ f ∈ g⊗OS .

(iii) The induced action of Θ(C − ~p) on the space of coinvariants Vg(C−~p) is
zero.

Proof. Part (i) follows from the fact that the central term in (7.4.4) can be
written as a residue, and from the fact that the sum of residues of a meromorphic
1-form is equal to zero. The proof of part (ii) is immediate from (7.4.6). As for part
(iii), the simplest way to prove it is to note that Θ(C − ~p) is a simple Lie algebra
(see [BFM]), and therefore has no non-trivial finite-dimensional representations.
Of course, this is a very artificial proof. A more natural proof can be obtained from
the theory of chiral algebras. For readers familiar with this theory, we point out
that the Sugawara construction in fact shows that the generating function L(z) =∑
n∈Z Lnz

−n−2 is a field in the vertex operator algebra (=chiral algebra on a formal
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punctured disk) generated by the Kac–Moody currents a(z) =
∑

n∈Z(at
n)z−n−1,

a ∈ g (see, e.g., [K2]); similarly, the Lie algebra Θ(C−p) is a subalgebra in the chiral
algebra associated with the curve C − p. But since this chiral algebra is generated
(in an appropriate sense) by the Kac–Moody currents, and these currents act on
the space of coinvariants by zero, this whole chiral algebra acts by zero. Details
can be found in [Gai].

Part (iii) of the lemma may seem discouraging. Note, however, that what we
are looking for is an action of ΘS on the bundle of coinvariants, not an action of
ΘC , so we do not have a problem with the fact that Θ(C − p) acts by zero. In fact,
it will be useful to us.

In order to define an action of ΘS , we will first lift a vector field on S to a
vector field on CS , and then restrict to a formal neighborhood of p.

Let θ be a vector field on S. Let us lift it to a vector field θ̃ on CS−p(S). Such
a lifting is always possible, which follows from the fact that π : CS − p(S) → S is
affine, and therefore defines an exact functor on O-coherent sheaves (this is where
we need to allow poles at p(S)!).

Let us consider the vector field θ̃ in a neighborhood of one of the sections pi(S)
(“marked point”). Then the choice of local coordinate ti allows us to define the
notion of horizontal vector field: a vector field v in a punctured neighborhood of
pi(S) is horizontal if v(t) = 0. Then we can define “vertical” component γp(θ̃) by

θ̃ = γpi(θ̃) + θ̃horiz, θ̃horiz(t) = 0.

Note that while one can easily define the notion of a vertical vector filed on CS (v
is vertical if its projection to S is zero), the notion of horizontal vector field, nad

thus, of “vertical component” γpi(θ̃) depends on the choice of local parameter ti.
If we choose local coordinates xi on S, so that θ =

∑
fi(x)∂xi , then (xi, t) give

a coordinate system in a neighborhood of pi(S), and we can write θ̃ = g(x, t)∂t +∑
fi(x)∂xi . Then γpi(θ̃) = g(x, t)∂t. The function g(x, t) can have poles at ti = 0,

so it can be viewed as a local section of OS((ti)), and thus γpi(θ̃) ∈ OS ⊗ T .
Repeating this for all points pi, we define

γ~p(θ̃) =
∑

γpi(θ̃) ∈ OS ⊗ (T ⊕ · · · ⊕ T )(7.4.10)

(for S = {pt}, this coincides with the definition (7.4.9)).

Now, let us define the action of θ̃ on VS = V ⊗OS by

θ̃(fv) = (θ(f))v + f
∑

i

γpi(θ̃)v,

where γpi(θ̃) acts on Vi by the Sugawara construction.

Lemma 7.4.6. The above defined action of θ̃ on VS has teh following properties:

1. It is compatible with the structure of OS-module: for f ∈ OS , v ∈ VS , one
has θ̃(fv) = (θ(f))v + f θ̃(v).

2. It is compatible with the action of g(CS−~pS) on VS: if f ∈ OCS−~p(S), x ∈ g,

then [θ̃, fx] = (θ̃(f))x.

Proof. The first part immediately follows from the definition; the second one
follows from Theorem 7.4.5(ii).
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It immediately follows from part (ii) of this lemma that we have a well-defined

action of θ̃ on the bundle of coinvariants τS = VS/g(CS − ~pS)VS .

Proposition 7.4.7. The induced action of θ̃ on the bundle of coinvariants de-
pends only on θ and not on the choice of lifting θ̃. It defines a projective action of
the Lie algebra ΘS on the bundle of coinvariants, which agrees with the structure
of OS-module.

Proof. The only non-trivial statement is the independence of the choice of
lifting. It follows from the fact that any two liftings differ by a vertical vector field.
On the other hand, it follows from Theorem 7.4.5(iii) that vertical fields act by
zero.

This completes the proof of Theorem 7.4.1.
More careful analysis also allows one to calculate explicitly the failure of the

connection to be flat. Using the language of twisted D-modules developed in Sec-
tion 6.6 and the notion of determinant line bundle QS defined in Section 6.7, the
result can be formulated as follows:

Theorem 7.4.8. Under the assumptions of Theorem 7.4.1, the sheaf τS carries
a natural structure of a DQc -module, where c is the Virasoro central charge defined
by (7.4.5).

We do not give a proof of this theorem, referring the reader to [BS]. The
proof is based on the fact that the central extension defining the Virasoro algebra
can be defined using the action of the Lie algebra of vector fields on the space
C ((~t)) = ⊕iC ((ti )) and the “universal” cocycle defined by the the subspace C [[~t]] =

⊕iC [[ti ]] ⊂ C ((~t)). This cocycle was first discovered by Tate [Ta] and rediscovered
under different names by many authors (see [BS], [ACK]). On the other hand, it is

well known that for a connected smooth curve C one has C ((~t))/(C [[~t]]+O(C−~p)) =
H1(C,O). This gives a relation between this cocycle and the determinant line
bundle (recall that Qs = det(H1(Cs,O))). Details can be found in [BS] or [BFM].

Example 7.4.9. Let us calculate this flat connection explicitly in the case when
the curve C is fixed but the point p is allowed to move. Let u be a local coordinate
on C, i.e. a biholomorphic map u : C0 → U , where C0 is some open subset of C,
and U an open subset of C . We will denote by z a global coordinate on C and thus,
on U . Let us define the following family of punctured curves over U : CU = C ×U ,
p(z) = u−1(z), and the local parameter at p given by t = u − z (considered as a
function on C × U). Note that both (z, u) and (z, t) can be considered as local
coordinates on C × U .

In this case, every vector field f(z)∂z on U admits a canonical horizontal lifting
to C ×U ; in terms of the coordinate system (z, u) this lifting is given by f(z)∂z 7→
f(z)∂z + 0 · ∂u. When we rewrite this in terms of (z, t), we get f(z)(∂z − ∂t).
Therefore, the action of such a vector field on the bundle of coinvariants is given
by (f∂z)(φv) = f(∂zφ)v + fφL−1v (recall that L−1 ∈ V ir corresponds to −∂t). In
other words, the corresponding flat connection on U is induced from the connection
on V ⊗OS given by

∇ = d+ L−1dz.
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It is easy to see that for several points, we get

∇ = d+
∑

i

(L−1)idzi,(7.4.11)

where (L−1)i stands for L−1 acting in Vi.
Note that in this case every vector field on S can be lifted to a regular vector

field on CS . Therefore, we only need to use the Sugawara construction for the fields
from C [[t]]∂t = T−1. Since the central term in (7.4.4) vanishes when restricted to
T−1, we get a true action, not a projective one.

Let us consider even more special case than in the previous example, namely
when C = P1, with marked points z1, . . . , zn 6= ∞ and local parameters given by
ti = z−zi. This defines a family of curves overXn = Cn \diagonals. Assign to these
points Weyl modules V kλ1

, . . . , V kλn
. Then, by Proposition 7.3.8, the vector bundle of

coinvariants τ(P1, z1, . . . , zn, V
k
λ1
, . . . , V kλn

) is a quotient of the trivial vector bundle
with the fiber (Vλ1 ⊗ . . .⊗Vλn)g over Xn. Therefore, the construction above defines
a flat connection in this quotient bundle. Passing to the dual vector bundle, we see
get a flat connection in the vector subbundle

(
τ(P1, z1, . . . , zn;V

k
λ1
, . . . , V kλn

)
)∗ ⊂

(
Vλ1 ⊗ . . .⊗ Vλn

)∗
g
= (V ∗

λ1
⊗ . . .⊗ V ∗

λn
)g

Theorem 7.4.10 ([KZ]). The flat connection described above coincides with
the restriction of the KZ connection in V ∗

λ1
⊗ . . .⊗ V ∗

λn
, defined by (KZn).

A proof of this theorem can be found in the original paper [KZ] (only recom-
mended for those familiar with the basics of conformal field theory). This proof is
also repeated in a number of sources, for example, in [EFK], in a language more
familiar to mathematicians. This theorem and comparison of the gluing isomor-
phisms, which we will do later, will be used to show that for k /∈ Q the functor of
coinvariants defined above for genus zero curves coincides with the modular func-
tor defining Drinfeld’s category—see Theorem 7.9.12. In particular, this modular
functor can be defined in a way which doesn’t refer to the affine Lie algebras at all.
Note, however, that for k /∈ Q this modular functor can not be extended to positive
genus.

Example 7.4.11. Let C, ~p,~t be as before. Choose one of the points pj and
consider the family of curves C×C× over C× , with the the marked points pi(z) = pi
and local parameters ti(x, z) = ti(x), x ∈ C, z ∈ C , except for i = j when we set
ti(x, z) = ti(x)/z. By the construction of this section, the corresponding vector
bundle of coinvariants τ has a canonical flat connection. An easy calculation,
similar to the one in Example 7.4.9, shows that this connection is induced from the
connection

∇ = d+ (L0)j
dz

z

in the trivial vector bundle with fiber V1 ⊗ . . .⊗ Vn. In particular, the monodromy
of this connection around z = 0 is given by e2πiL0 , so if Vj is an irreducible module
with highest weight λ, the monodromy operator is constant and equals e2πi∆λ .

Note that if we pass from 1-jet of local parameter to tangent vector, we see
that the tangent vector is given by z∂tj , and thus, as z goes around the origin
counterclocwise, so does the tangent vector. Recalling the relation between modular
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functor and tensor categories, we see that in the tensor category corresponding to
the WZW modular functor, the universal twist is given by

θLk
λ
= e2πi∆λ idLk

λ
(7.4.12)

(compare with Remark 3.1.20), which agrees with the formulas for universal twist
in Drinfeld’s category (Theorem 2.2.7) and in the category of representations of a
quantum group Exercise 2.2.6—which is another argument confirming equivalence
of these categories.

In fact, this vector bundle on C× admits a canonical extension to a vector
bundle on P1, and the connection has logarithmic singularities at 0,∞. Indeed, we
can assume that Vj = Lkλ. Denote V = ⊗i6=jVi. The fiber of τ at point z ∈ C× is
given by τz = Wz/g(C − ~p)Wz , where Wz = V ⊗ Lkλ does not depend on z. Note
that the subspace g(C − ~p)Wz depends on z, since the choice of local coordinate
at pj depends on z. Let us choose a different trivialization of the vector bundle
V ⊗ Lkλ, namely, let us identify

V ⊗ Lkλ → (V ⊗ Lkλ)z,

v ⊗ vj 7→ zdeg vjv ⊗ vj .

In other words, in this trivialization constant sections are given by zdeg vjv ⊗ vj .
Then one easily sees that in this trivialization, the subspace g(C − ~p)Wz does not
depend on z; thus, it also gives a trivialization of the vector bundle of coinvariants
on C× , and in this trivialization the flat connection is given by ∇ = d +∆λdz/z.
Therefore, this gives an extension of our vector bundle with a flat connection to P1,
and the connection has logarithmic singularities at 0,∞.

Note that for this definition of extension to z = 0, a function of the form
f(z)(v1 ⊗ . . .⊗ vj ⊗ . . .⊗ vn) defines a section holomorphic at 0 iff z− deg vjf(z) is
regular at z = 0 (we assume that vj is homogeneous).

7.5. From local parameters to tangent vectors

In the previous section, we have studied properties of the vector spaces of
coinvariants for a curve C with marked points and chosen local parameters at these
points, or a family of such curves. In this section we will show that the vector space
of coinvariants only depends on the 1-jet of local parameter: if ti, t

′
i are different

choices of local parameter at pi such that dpiti = dpit
′
i, then the vector spaces

τ(C, ~p,~t,L) and τ(C, ~p, ~t′,L) are canonically isomorphic, and similarly for families
of curves.

Let us start with the case when we only have one curve C; as before, for
simplicity we assume that it has only one marked point p. Let us fix a non-zero
tangent vector v ∈ TpC and consider only such formal local parameters t at p that
∂vt = 1; the set of formal local parameter form a pro-variety M . We want to show
that for such local parameters t, the vector spaces τ(C, p, t,L) can be canonically
identified. In order to do that, consider the family of curves CM = C ×M over
M , with a marked point p (which does not depend on m) and the local parameter
at p ∈ Cm defined by m ∈ M . As discussed in the previous section, this defines a
canonical flat connection on the bundle of coinvariants τ(C, p, t,L). We will show
that this vector bundle with a flat connection is trivial. Indeed, it is easy to see
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that M is a torsor over the group

K1 = {k ∈ AutC [[t]] | (k(t))′(0) = 1}.
This group can be explicitly described as the group of all formal power series of the
form 1 +

∑∞
2 ait

i, with the group operation being substitution of one series into
another. The corresponding Lie algebra is LieK = T1 = t2C [[t]]∂t .

Now the triviality of the flat connection follows from the following two easy
lemmas whose proofs are omitted.

Lemma 7.5.1. Let a manifold M be a torsor over a Lie group K, and E be a
vector bundle with a flat connection over M . Then this flat connection is trivial iff
the action of LieK by vector fields on E can be lifted to an action of K on E.

Lemma 7.5.2. The action of LieK1 = T1 on an integrable module L, defined
by the Sugawara construction, can be integrated to an action of K1 on L.

Combining these two lemmas, we get that in our case, the flat connection
on the bundle of conformal blocks is trivial, and thus all the spaces τ(C, p, t,L)
are canonically isomorphic. Therefore, we can define the space of coinvariants
τ(C, p, v,L) as the space of global flat sections of the bundle τ(C, p, t,L) on M .

Remark 7.5.3. Note that the action of T0 usually can not be integrated to the
action of AutC [[t]]. Indeed, in AutC [[t]] one has e2πiL0 = 1, but in a highest weight
ĝ module with highest weight λ, one has

e2πiL0 =: θλ = e2πi∆λ

which is not equal to 1 unless ∆λ ∈ Z. Therefore, we do need to specify a 1-jet of
local parameter.

Now let us consider families of curves. Let CS , p(S) be a family of curves with
a fixed 1-jet of local parameter t at p(S). If we fix a formal local parameter t at
p(S) with given 1-jet, then, by the construction of the previous section, we get a
vector bundle of coinvariants with a flat connection over S. Let us show that these
vector bundles for different choices of t can be canonically identified.

Using the same idea as in the case S = {point}, consider the pro-variety M =
{(s, t) | s ∈ S}; obviously, M is a principal K1-bundle over S. The family CS over
S defines a family CM over M and therefore defines a bundle of coinvariants τM
with a flat connection over M . Our goal is to show that this flat connection is
trivial along the fibers of the projection M → S. A convenient framework for such
proofs is provided by the formalism of Harish–Chandra pairs.

Definition 7.5.4. A Harish–Chandra pair is a pair (g,K), where g is a Lie
algebra, and K is a Lie group with the Lie algebra LieK = k ⊂ g. We also assume
that we are given an action Ad of K on g which agrees with both the standard Ad
action of K on k and ad action of k on g.

As usual, we define a module V over a Harish–Chandra pair (g,K) to be a
vector space which has an action of both g and K, and these actions agree on k.

These definitions can be suitably reformulated if we want to replace a Lie
algebra g by the sheaf of vector fields on a manifoldM (or, more generally, by a Lie
algebroid over M—see [BFM]). Let us assume that we have a manifold M with a
free action of a Lie group K such that M is a principal K-bundle over a manifold
S. We denote by p : M → S the projection. Denote by ΘM the sheaf of vector
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fields on M . Then for every U ⊂ M , we have a natural embedding k ⊂ ΘM (U),
which is a Lie algebra homomorphism. We also have an adjoint action of K on ΘX .
Therefore, the pair (ΘM ,K) is a natural sheaf analogue of a Harish-Chandra pair.

Definition 7.5.5. Let M,K,ΘM be as above. A finite-dimensional (ΘM ,K)-
module is a finite-dimensional vector bundle V with a flat connection over M with
an action of K on V , which agrees an obvious sense with both the action of K on
M and with the action of k ⊂ ΘM by vector fields on V .

(A not necessarily finite-dimensional (ΘM ,K)-module can be defined in a sim-
ilar way, replacing “vector bundle with a flat connection” by “D-module.)

Our main reason in developing this technique is the following lemma.

Lemma 7.5.6. Any finite-dimensional (ΘM ,K)-module V defines a vector bun-
dle with a flat connection V K on S =M/K.

Proof. For every s ∈ S, define the vector space V Ks = (Γ(Ms, V ))K , where
Ms = p−1(s) is the fiber of the projection p : M → S. It is easy to see that these
vector spaces form a vector bundle over S of the same dimension as the original
bundle V (it suffices to choose locally a section of the projection to show this).
Note that any section φ of this bundle is killed by the vertical vector fields; thus,
the quotient ΘM/Θ

v
M = ΘS acts on V K .

Now we have all the prerequisites to prove the following theorem.

Theorem 7.5.7. Let CS be a family of pointed curves over a smooth base S,
and let Lk1 , . . . , L

k
n be some integrable modules assigned to these points. Then we

have a bundle of coinvariants τS over S which carries a natural projectively flat
connection, and this bundle is functorial in S in the same sense as in Theorem 7.4.1.

Proof. Take M = {(s, t)}, s ∈ S, t–a local parameter at p ∈ Cs with given
differential. Obviously, M is a Kn–torsor over S, where K = Aut1 C [[t]] and we
have a tautological family CM of curves over M with marked points and a local
parameters at these points. By the construction of the previous section, this defines
a vector bundle with a projectively flat connection over M . By Lemma 7.5.2, this
connection is integrates to an action of K. Therefore, by Lemma 7.5.6, we have a
flat connection on S =M/K.

Corollary 7.5.8. For a fixed finite set A and a collection of modules Lka ∈
Oint
k , we have a vector bundle of coinvariants τ({Lka}) over the moduli stack M∗,A,

which carries a natural projectively flat connection.

As in Theorem 7.4.8, we can also explicitly describe the failure of the connection
to be flat by saying that the sheaf of sections of the vector bundle τ({Lka}) is a DQc -
module.

7.6. Families of curves over formal base

This section introduces some technical notions which will be used later for
proving the gluing axiom for the WZWmodular functor. Namely, we will generalize
most of the results regarding the bundle of coinvariants to the case where the base
is an infinitesimal neighborhood of a divisor D.

Throughout this section, we fix a non-singular variety S and a smooth divisor
D ⊂ S. We also choose (locally) a function q on S such that the equation of D is
q = 0, and dq 6= 0 on D. All our defintions and theorems will be local in S.
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The main subject of this section is the study of the n-th infinitesimal neighbor-
hood D(n) of D in S, where n is a fixed non-negative integer. As before, we will not
really define D(n); instead, we will define the structure sheaf of D(n), O-modules
on D(n), family of curves over D(n), etc.

Definition 7.6.1. The structure sheaf of D(n) is the sheaf of algebras O(n)
D on

D defined by O(n)
D = OS/q

n+1OS .

One also defines in an obvious way a notion of O(n)
D -module; it is called lisse

if it is locally free module of finite rank. Every sheaf F over S defines a sheaf
F (n) over D(n) in an obvious way: F (n) = FD/qn+1FD. It is easy to see that if
F is OS-coherent, then F (n) is finitely generated, and if F is lisse then so is F (n).
Unfortunately, the functor F 7→ F (n) is not exact on OS-modules. However, we
have the following result.

Lemma 7.6.2. (i)Let F be an OS-coherent sheaf such that its restriction to
S \D is lisse and for every n ≥ 0, F (n) is lisse. Then F is lisse.

(ii) For every short exact sequence of quasicoherent OS-modules 0 → E → F →
G → 0 such that G is OS-coherent, the sequence 0 → E(n) → F (n) → G(n) → 0 is
also exact.

The proof of this lemma is left as an exercise to the reader.

Example 7.6.3. Assume that dimS = 1. ThenD = point, O(n)
D = C [q]/(qn+1 ),

and O(n)
D is just a module over this algebra.

We can also define vector fields and D-modules for D(n). Note, however, that
the only vector fields on S that can be restricted to D(n) are those tangent to D:
the vector field ∂q can not be restricted to D(n) as it does not preserve the relation
qn+1 = 0. Thus, we can define an analogue of D0

S-module, but not of a DS-module
(recall that D0

S is generated by OS and vector fields tangent to D, see (6.3.5)).
Thus, we give the following definition:

D0
D(n) = D0

S/q
n+1D0

S(7.6.1)

For example, for dimS = 1, D0
D(n) is generated by O(n)

D = C [q]/(qn+1 ) and q∂q.
Since a flat connection on S with logarithmic singularities at D is the same as

a lisse sheaf on S with an action of D0
S , it is natural to give the following definition.

Definition 7.6.4. A flat connection on D(n) with logarithmic singularities at
D (log D-connnection for short) is a lisse sheaf on D(n) with a structure of D0

D(n) -
module.

We have the following obvious lemma.

Lemma 7.6.5. (i) Every log D flat connection on S defines a log D flat connec-
tion D(n) by F 7→ F (n)

(ii) If the connection F is regular—i.e., has no poles at all—then q∂q acts by

zero in F (0) = F/qF .

Now let us define families of curves over D(n) and the bundles of coinvariants.

Definition 7.6.6. A family of curves over D(n) is the following collection of
data:
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– a family CD of stable complex curves over D

– a sheaf of algebras O(n)
CD

on CD with a structure of a flat O(n)
D -module such

that O(n)
CD
/qO(n)

CD
= OCD .

The family is called non-singular if the family CD is non-singular.

In a similar way, one can define a notion of families with marked points and
local parameters at these points by adding to the data above a collection of points

pi ∈ C0 and local parameters ti ∈ O(n)
pi such that ti(pi) = 0 mod q, (dti)pi 6= 0

mod q. We can also define an analogue of the OS-sheaf O(CS − ~p(S)). Namely,

we define O(n)
D -module O(n)(C − ~p) to be the space of global sections on CD of the

sheaf O(n)
C [t−1

i ].

Obviously, every family of curves over S defines a family of curves over D(n):

it suffices to take O(n)
C = OCS/q

n+1OCS ; we will call this restriction of the family

CS to D(n)). It turns out that if CD is non-singular, then this statement can be
reversed.

Lemma 7.6.7. Locally in S, every non-singular family of curves over D(n) can
be obtained as a restriction of an analytic family of curves over a neighborhood of
D in S.

?!
Let us give an example of a singular family over D(n).

Example 7.6.8. Let dimS = 1, and let CS be a family of curves over S such
that Cs is smooth for s 6= D, and CD is the curve with one double point a, so that
in a neighbohood of a, CS has local coordinates t1, t2 and the projection is given
by q = t1t2; thus, C0 is given by equation t1t2 = 0.

Let us describe the corresponding family of curves over D(n). In this case, the

curve CD is singular—it has double point a. To describe the sheaf O(n)
C , note that

its stalk at a point b 6= a is given by O(n)
C,b ≃ OC,b ⊗O(n)

D (note: this doesn’t define
the sheaf yet, as we haven’t defined the gluing maps—they depend on the map
π : CS → S). However, the stalk at the double point is different:

O(n)
C,a = O(t1, t2)/(t1t2)

n+1,(7.6.2)

where O(t1, t2) is the ring of germs of analytic functions in t1, t2 near the origin
t1 = t2 = 0.

To relate the stalk at the double point with the stalks at nearby points, let
us describe O(n)(U), where U is a punctured neighborhood of a in CD. Since in
a neighborhood of a, the curve CD consists of two components given by equations
t2 = 0 and t1 = 0, every small enough U can be presented as U = U1 ⊔ U2, where
U1 = U ∩ {t2 = 0}, U2 = U ∩ {t1 = 0}. Thus, t1 is a coordinate on U1 and t2 is a
coordinate on U2. From this it is easy to show that

O(n)(U1) = O(U1)⊗O(n)
D ≃ O(U1)⊗ (C [t2 ]/(t2)

n+1)

where the isomorphism is given by f(t1)q
k 7→ f(t1)t

k
1t
k
2 , and similarly for U2. Thus:

O(n)(U) =

(
O(U1)⊗ (C [t2 ]/(t2)

n+1)

)
⊕
(
O(U2)⊗ (C [t1 ]/(t1)

n+1)

)
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Now it is easy to see that for f(t1, t2) ∈ O(n)
C,a, its restriction to the punctured

neighborhood of a is given by

tk1t
l
2 7→ (tk1t

l
2)⊕ (tk1t

l
2) = (t1)

k−lql ⊕ (t2)
l−kqk(7.6.3)

In particular, if l > n, then restriction of tk1t
l
2 to U1 is zero, and if k > n, then

restriction of tk1t
l
2 to U2 is zero.

For every family CS over S with marked points and modules Vi ∈ Oint
k assigned

to these points we have a sheaf of coinvariants τ(CS) over S which gives rise to the
sheaf τ (n) over D(n); if CS is a smooth family, then τ (n) is lisse. It follows from
Lemma 7.6.2(ii) that this module can be defined in terms of the n-th infinitesimal
neighborhood of D, namely

τ (n) = V (n)/g(n)(C − ~p)V (n),(7.6.4)

where g(n)(C − ~p) = g⊗O(n)(C − ~p), and V (n) = V ⊗O(n)
D .

Therefore, it is natural to take this formula as the definition of the sheaf of
coinvariants for families over D(n).

Proposition 7.6.9. Let CD(n) be a family of curves with marked points over
D(n), with local parameters at these points, and integrable ĝ-modules assigned to

these points. Let τ (n) be the O(n)
D -module defined by (7.6.4). Assume that CD is

nonsingular. Then τ (n) is lisse and has a natural structure of a projective D0
D(n)-

module such that the action of q∂q on τ (0) = τ (n)/qτ (n) is zero.

Proof. By Lemma 7.6.7, such a family can be obtained as a restriction of
some analytic family. Now existence of the flat connection and the fact that τ (n) is
lisse immediately follow from Theorem 7.4.1 and Lemma 7.6.7. To prove that q∂q
acts by zero on τ (0), just note that for the analytic family, we have a well-defined
action of ∂q, and thus q∂q = 0 mod q.

It is also important to note that the structure of D0
D(n) -module can be defined

completely in terms of D(n), without extending this to a family on S. Let Θ(n)(C−
~p) be the space of global sections (on CD) of the sheaf of derivations ofO(n)(C−~p)—
this is the infinitesimal analogue of the algebra of vector fields. Then we can lift any
vector field θ on S which is tangent to D—in particular, the vector field q∂q—to a

“vector field” θ̃ ∈ Θ(n)(C−~p). The easiest way to prove this is to use Lemma 7.6.7.
As in the analytic case (see proof of Theorem 7.4.1), define the action of θ on

the bundle of coinvariants by

θ(fv) = (θ(f))v + f
∑

i

γpi(θ̃)(v).

The same arguments as in Theorem 7.4.1 show that this is indeed defines the
structure of a projective D0

D(n) -module on the sheaf of coinvariants.

7.7. Coinvariants for singular curves

In this section, we give a description of the vector space τ(C, ~p, V ) for a singular
curve C. This description will be used in the next section to prove that the bundle of
conformal blocks satisfies the gluing axiom and in particular has regular singularities
on the boundary of the moduli space.
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Let C, ~p,~t be stable singular curve with marked points and local parameters at
these points. Choose modules V1, . . . , Vn ∈ Oint

k assigned to these points. We define
the space of coinvariants τ(C, ~p, V ) (or, for brevity, τ(C, V )) by the same formula
as for non-singular curves (see Definition 7.3.1). For simplicity, let us only consider
the case when C has only one double point; general case is completely parallel.

Denote by C∨ the normalization of C, i.e. the non-singular curve such that C
is obtained by identifying points a′, a′′ ∈ C. Let us choose the local coordinates
t′, t′′ near a′, a′′.

Theorem 7.7.1. The map

V →
⊕

λ

V ⊗ (Lkλ ⊗DLkλ)

v1 ⊗ . . .⊗ vn 7→
⊕

v1 ⊗ . . .⊗ vn ⊗ 1λ,

where DLkλ is defined as in Section 7.1, and 1λ ∈ Vλ ⊗ V ∗
λ ⊂ Lkλ ⊗ DLkλ is the

canonical g-invariant vector, induces an isomorphism of the spaces of coinvariants

τ(C, V ) ≃
⊕

λ∈Pk
+

τ(C∨, V ⊗ Lkλ ⊗DLkλ)

with the modules Lkλ, DL
k
λ assigned to the points a′, a′′ respectively.

Proof. The basic observation is that O(C − ~p) = {f ∈ O(C∨ − ~p) | f(a′) =
f(a′′)}. Therefore,

g(C − ~p) = {f ∈ Γ̃ | (γa′ ⊕ γa′′)f ∈
(
ĝ+ ⊕ ĝ+ ⊕∆(g)

)
⊂ ĝ⊕ ĝ}(7.7.1)

where ∆(g) = {x⊕ x}, x ∈ g, Γ̃ = g(C∨ − ~p− a′ − a′′).
Next, let us define the U ĝk ⊗ U ĝk-module U as follows:

U = IndU ĝk⊗U ĝk

Ũ
C 1

where Ũ ⊂ Ukĝ⊗Ukĝ is the subalgebra generated by ĝ+⊗1, 1⊗ĝ+, x⊗1+1⊗x, x ∈ g,
which acts trivially on C :

(ĝ+ ⊗ 1)1 = (1⊗ ĝ+)1 = (a⊗ 1 + 1⊗ a)1 = 0.(7.7.2)

(By Poincare-Birkhoff-Witt theorem, U is isomorphic to Ug ⊗ (U ĝ−)⊗2 as a
graded vector space.)

Since U is a (U(ĝ)k)
⊗2-module, we can define the space of coinvariants τ(C∨, ~p∪

a′ ∪ a′′, V ⊗ U).

Lemma 7.7.2. The map v 7→ v⊗1 is an isomorphism τ(C, V )
∼−→ τ(C∨, V ⊗U).

The proof of this lemma is more or less standard: one has to check that this
map is well-defined, which follows from (7.7.2); injectivity follows from the fact that
U is free over U ĝ− ⊗ U ĝ−. Proof of surjectivity is is only slightly more difficult:
it suffices to prove that for every v ∈ V, u ∈ u one can find v′ ∈ V such that
v⊗ u ≡ v′ ⊗ 1 mod Im Γ̃. It follows from the fact that for every a⊕ b ∈ ĝ⊕ ĝ, u ∈
u there exists a function f ∈ Γ such that (γq′ ⊕ γq′′)(f)u = au, and therefore
v ⊗ (a⊕ b)u ≡ −(γ~pf)v ⊗ u.

Lemma 7.7.3. Maximal integrable quotient of U is equal to
⊕

λ∈Pk
+
Lkλ ⊗DLkλ.
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Indeed, let us define the homomorphism of (U(ĝ)k)
⊗2 modules π : U → ⊕

Lkλ⊗
DLkλ by 1 7→ ⊕

1λ (since U is the induced module, this uniquely defines π). It is an
easy exercise to show that

⊕
1λ is a cyclic vector in

⊕
Lkλ ⊗DLkλ (with respect to

the action of ĝ⊕ ĝ), and therefore, the above map is surjective; thus,
⊕
Lkλ⊗DLkλ is

indeed an integrable quotient of U . On the other hand, every integrable (U(ĝ)k)
⊗2-

module is of the form
⊕

λ,µ∈Pk
+
NλµL

k
λ ⊠ L

k
µ. Since U is generated by a vector 1

which is ∆(g) invariant, it easily follows that any integrable quotient of U must
have Nλ,µ ≤ δλ,µ∗ . Details are left to the reader.

These two lemmas, combined with Lemma 7.3.3, give the proof of the theorem.

7.8. Bundle of coinvariants for a singular family

In this section, we continue the study of coinvariants for singular curves. This
time, we will consider a family of pointed curves CS over a smooth base S such
that Cs is stable and non-singular for S \D, and Cs is a stable singular curve with
one double point for s ∈ D, where D is a smooth divisor in S (without loss of
generality we may assume that D is connected). As before, we assume that we
have some integrable modules V1, . . . , Vn assigned to the marked points p1, . . . , pn.
Then, by the construction of the previous sections, this data defines a vector bundle
of coinvariants τ = τ(CS , ~p, V ) over S \D.

Let us extend τ to the whole of S as an O-module. Define the sheaf τ on S in
the obvious way, as in Lemma 7.4.2. The restriction of this sheaf to S \D is lisse,
and its fiber at a point s ∈ D is the vector space τ(Cs, ~p, V ) which was discussed in
the previous section. The same arguments as before show that τS is OS-coherent
sheaf. The goal of this section is to prove the following theorem, which is the key
step in proving the gluing axiom.

Theorem 7.8.1. Under the assumptions above, the sheaf τS is lisse.

The remaining part of this section is devoted to the proof of this theorem. Note
that by Theorem 7.4.1, the restriction of τ to S \D is lisse, so the only problem is
analyzing the behavior of τ at D.

Proof. The proof consists of several steps. The main idea is to use the results
of the previous section, relating coinvariants for the singular fibers Cs, s ∈ D with
the coinvariants for nonsingular curve C∨

s obtained by normalization of Cs, and
extend it to an isomorphism of sheaves of coinvariants in some neighborhood of
D. Unfortunately, it is impossible to do this directly: we can not extend C∨ to a
family of nonsingular curves C∨

S over S with a natural map C∨
S → CS . However,

this becomes possible if instead of constructing a family over S we restrict ourselves
to an infinitesimal neighborhood of D, as defined in Section 7.6, which is sufficient
for our purposes. For simplicity, we will assume that S is a disk in the complex
plane with coordinate q and D = {0}. The general case can be treated quite
similarly; however, it is not even necessary to do that due to Lemma 6.3.13. We
will choose coordinates t1, t2 in the neighborhood of the double point a ∈ CS such
that t1t2 = q (this is always possible).

By Lemma 7.6.2, it suffices to prove that for every n ≥ 0, the module τ (n) over

O(n)
D defined by (7.6.4) for our family of curves is free of finite rank.

In order to prove that τ (n) is free over O(n)
D , let us construct another family

C∨ of curves over D(n). Namely, take C∨
0 to be the normalization of C0; this is
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a nonsingular curve with the same marked points as C0, plus two more marked
points which we denote a′, a′′. The choice of local coordinates t1, t2 on CS defines
local coordinates t1, t2 in the neighborhood of a′ ∈ C∨ (respectively, a′′).

Now, let us define the sheafO(n)
C∨ as follows. Let U = C∨

0 \{a′, a′′} = C0\{a}. By
definition, let O(n)

C∨ |U = O(n)
C |U . To extend it to the points a′, a′′, define the stalks

O(n)
a′ = O(t1)⊗O(n)

D , where O(t1) is the ring of germs of analytic functions in t1 in a

neighborhood of t1 = 0, and similarly for a′′. Obviously, each f ∈ O(n)
a′ also defines

a section of O(n)
C∨ |U on some punctured neighborhood of a′ by t1 7→ t1, q 7→ t1t2, and

thus we can glue the sheaf O(n)
C∨ from its restriction to U and stalks at a′, a′′. This

defines on C∨ a structure of a family of curves overD(n); this family is non-singular.
Now let us assign the modules Lkλ, DL

k
λ to the points a′, a′′ and take direct sum

over all λ ∈ P k+. By Proposition 7.6.9, this defines a lisse module τ∨(n) over O(n)
D .

Proposition 7.8.2. The map

φ : V (n) → V (n)

v 7→
∑

λ,i

q− deg eλ,iv ⊗ eλ,i ⊗ e∗λ,i,
(7.8.1)

where eλ,i is a homogeneous basis in Lkλ, and e
∗
λ,i is the dual basis in DLkλ, induces

an isomorphism of O(n)
D -modules τ (n) → τ∨(n).

Proof. First of all, we have to check that this map descends to the bundle of
coinvariants. To do this, note that it is immediate from the definition that we have
an embedding A : O(n)(C − p) →֒ O(n)(C∨ − p− a′ − a′′). Near the double point
this map is given by

O(n)(C − p) →
(
C ((t1 ))[[q]]⊕ C ((t2 ))[[q]]

)
/(qn+1)

tk1t
l
2 7→ tk−l1 ql ⊕ tl−k2 qk

(compare with (7.6.3)). We leave it to the reader to check that in fact the image
of this embedding is analytic functions.

It is also easy to show by explicit calculation that the vector

wλ =
∑

i

q− deg eλ,ieλ,i ⊗ e∗λ,i ∈ (Lkλ ⊗DLkλ)
(n)(7.8.2)

is invariant under the image of the embedding

g[[t1, t2]]/(t1t2)
n+1 →

(
g((t1))[q]⊕ g((t2))[q]

)
/qn+1.
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Indeed, it suffices to show this for xtn1 t
m
2 , x ∈ g. In this case, it follows from the

following sequence of identities:

(x[n−m]qm ⊗ 1+1⊗ x[m− n]qn)wλ

= (x[n−m]qm ⊗ 1 + 1⊗ x[m− n]qn)(q−d ⊗ 1)
∑

i

eλ,i ⊗ e∗λ,i

= (q−d ⊗ 1)(x[n−m]qn ⊗ 1 + 1⊗ x[m− n]qn)
∑

i

eλ,i ⊗ e∗λ,i

= (q−d+n ⊗ 1)(x[n−m]⊗ 1 + 1⊗ x[n−m])1

= 0,

where 1 =
∑

i eλ,i ⊗ e∗λ,i is considered as a vector in a certain completion of Lkλ ⊗
(Lkλ)

∗. Note that in the last line we replaced DLkλ by (Lkλ)
∗, which resulted in

replacing x[m−n] by x[n−m]—see (7.1.4). We leave it to the reader to check that?!
the fact that 1 does not lie in Lkλ ⊗ (Lkλ)

∗ but only in some completion does not
cause any problems.

Therefore, if f ∈ g(n)(CS − ~p), v ∈ V , then φ(f(v)) = A(f)φ(v) and thus the
map φ descends to the space of coinvariants; we will denote the corresponding map
also by φ.

Now the proof of proposition is easy. Indeed, we have a morphism of O(n)
D -

modules φ : τ (n) → τ∨(n). By Theorem 7.7.1, φ induces an isomorphism on the

fibers at zero τ (n)/qτ (n)
∼−→ τ∨(n)/qτ∨(n). Since τ∨(n) is free over O(n)

D , this im-
mediately implies that φ is surjective. To prove that φ is injective, choose a basis
v1, . . . , vk in τ (n)/qτ (n). Since τ∨(n) is free, this implies that v1, . . . , vk are linearly

independent over O(n)
D . On the other hand, it follows from the definition that the

module K = τ (n)/〈v1, . . . , vk〉 satisfies qK = K; since qn+1 = 0, this implies K = 0.
Thus, τ (n) is freely generated by v1, . . . , vk. Therefore, φ is an isomorphism, which
completes the proof of the proposition.

Since by Proposition 7.6.9 the sheaf τ∨(n) is lisse, this proposition implies that
the same holds for τ (n) and thus completes the proof of Theorem 7.8.1.

7.9. Proof of the gluing axiom

In this section we give a proof of the gluing axiom for the WZW modular
functor. Recall that this axiom describes the behaviour of the bundle of coinvariants
in a neighborhood of the boundary of the moduli space; in particular, it claims
that the connection has first regular singularities at the boundary, and describes
the specialization of this connection.

Recall that the boundary of the moduli space consists of the stable curves with
ordinary double points (see Section 6.2) and that it suffices to check the regularity
condition for an open part of the boundary. Thus, we need to prove regularity and
calculate specialization of the connection in τS , where S,CS , D, . . . are same as in
the beginning of the previous section. By the construction of the previous sections,
τS carries a natural projectively flat connection over S \D. Also, we have shown
in the previous section that τS is lisse, i.e., is a sheaf of sections of a vector bundle
on S.

Theorem 7.9.1. Under the assumptions above, the connection in τS has loga-
rithmic singularities at D.
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Proof. As before, choose a local coordinate q in a neighborhood of D such
that q = 0 is the equation of D. Recall (see (6.3.5)) that D0

S ⊂ DS be the subsheaf
generated (as sheaf of algebras) by OS and vector fields which are tangent to D.

Proposition 7.9.2. The sheaf τ has a natural structure of a D0
S-module.

This proposition is a generalization of Theorem 7.4.1, and is proved in the same
way. The only change is that instead of claiming that any vector field on S can be
lifted to a vector field on CS − ~p(S), we use the following lemma.

Lemma 7.9.3. Let θ be vector field on S which is tangent to D. Then locally
in S, such a field can be lifted to a vector field on CS which has poles at the marked
points.

Example 7.9.4. Let S be a neighborhood of zero in C , with coordinate q,
D = {0}. As before, introduce coordinates t1, t2 near the double point in CS such
that q = t1t2. Then in the neighborhood of the double point, the lifting of the vector
field q∂q must be of the form αt1∂t1 + βt2∂t2 for some α, β satisfying α+ β = 1.

This proposition, along with the fact that τS is lisse, immediately implies the
statement of the theorem.

Example 7.9.5. Let S be a neighborhood of zero in C , with coordinate q.
Define the family CS ⊂ CP2 × S by the equation

uv = qw2, (u : v : w) ∈ CP2 , q ∈ S

with the marked points p1(q) = (1 : 0 : 0), p2(q) = (0 : 1 : 0), and local parameters
at these points t1 = w/u, t2 = w/v. The same argument as in Example 6.2.4
shows that for q 6= 0, the curve Cq is isomorphic to a sphere P1, with marked
points p1 = 0, p2 = ∞ and local parameters z, 1/z respectively. For q = 0, the
fiber C0 consists of two components, each of them isomorphic to a sphere P1, with
coordinates z′ = u/w, z′′ = v/w respectively, which have one common point z′ =
z′′ = 0. The marked points p1 and p2 are the points ∞′,∞′′ —infinite points of the
first and the second spheres respectively, with local coordinates t1 = 1/z′, t2 = 1/z′′

respectively.
It is easy to see that any vector field of the form

ṽ = αu∂u + βv∂v + q∂q, α+ β = 1

defines a vector field on CS which is a lifting of the vector field q∂q on S. Rewriting
ṽ in terms of coordinates t1, q, we get ṽ = −αt1∂t1 + q∂q, and thus γp1(ṽ) = αL0.
Similarly, expansion near p2 gives γp2(ṽ) = βL0. Therefore, the action of q∂q on
coinvariants is given by α(L0)p1 + β(L0)p2 .

This statement also has an infinitesimal analogue. Recall the notation τ (n) =

τS/q
n+1τS (see the previous section). This is a lisse O(n)

D -module. It immediately

follows from Proposition 7.9.2 that τ (n) has a natural action of the sheaf of algebras
D0
D(n) = D0

S/q
n+1D0

S .

Similar result also holds for the sheaf τ∨(n) described in the previous section:
it follows from Proposition 7.6.9 that τ∨(n) has a natural structure of a projective
D0
D(n) -module. Let us twist this action, defining a new action of q∂q by adding to

the old action the constant ∆λ, defined by (7.4.7) (cf. Example 7.4.11). We will
denote this new action by ∇∨.
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Note that a lifting of the vector field q∂q to C
∨
D(n) can be explicilty described as

follows: lift q∂q to a derivation ṽ of O(n)(C−~p); as was discussed in Example 7.9.4,
this lifting in a neighborhood of the double point has the form αt1∂t1 + βt2∂t2 , α+
β = 1. Define v∨ by v∨ = ṽ on C∨ \ {a′, a′′} = C0 \ {a}, and v∨ = αt1∂t1 + q∂q
at a′; similarly, let ṽ = βt2∂t2 + q∂q at a′′. It is easy to check that this defines an

element of Θ(n)(C∨ − ~p).

Example 7.9.6. Under the assumptions of Example 7.9.5, the lifting of the
vector field q∂q is given by v∨ = αz′∂z′ + q∂q on the first component, and by
v∨ = βz′′∂z′′ + q∂q on the second one. Therefore, its action on the bundle of
coinvariants is given by

∇∨
q∂q = q∂q + α

(
(L0)p1 − (L0)a′

)
+ β

(
(L0)p2 − (L0)a′′

)
+∆λ.(7.9.1)

Proposition 7.9.7. The isomorphism φ : τ (n) → τ∨(n), defined by (7.8.1), is
an isomorphism of D0

D(n)-modules.

Proof. It suffices to check that φ commutes with the action of the vector field
q∂q. To prove this, it suffices to check that

∇∨
q∂q (v ⊗ wλ) = (∇q∂qv)⊗ wλ

where wλ was defined in (7.8.2). But this is immediate from the definition of ∇∨:

∇∨
q∂q (v ⊗ wλ)− (∇q∂qv)⊗ wλ = v ⊗ (q∂q − α(L0)a′ − β(L0)a′′ +∆λ)wλ

= v ⊗ (−d+∆λ − α(L0)a′ − β(L0)a′′)wλ

= 0.

Now let us calculate the specialization of the connection in τS . Let us recall
the definition of the specialization functor, slightly modifying it for our needs. As
in Chapter 6, assume that (F,∇) is flat connection with first order poles at D. As
before, we denote by F the sheaf of sections of F , and F (0) = F/qF . F (0) is a

sheaf on D which has a natural action of the sheaf of algebras D(0)
D = D0

S/qD0
S . It

turns out that the specialization SpDF can be defined using only F (0) as follows.

Lemma 7.9.8. Let (G, ∇̃) be a vector bundle on the normal bundle ND with
a monodromic log D flat connection, and let i be a homeomorphism identifying a
neighborhood of D in S with a neighborhood of D in ND, as in (6.2.8). Then
an isomorphism of vector bundles with connections SpDF → G is the same as an

isomorphism of D(0)
S -modules

F (0) → i∗G(0).(7.9.2)

As before, we leave the proof of this lemma to the reader.
Now we need to calculate the specialization of the vector bundle of coinvariants

τS . To do so, recall first that by Lemma 6.2.5, the normal bundle to D is ND =

{(d, v)}, d ∈ D, v ∈ T
(1)
a Cd ⊗ T

(2)
a Cd, where Cd is the curve with one double point

a, and T (1), T (2) are the tangent spaces to the two components of Cd at a. Choice
of coordinate q on S and coordinates t1, t2 on CS such that t1t2 = q gives an
identification of a neighborhood of D in S with a neighborhood of D in ND by

i : (d, q) 7→ (d, q∂t1 ⊗ ∂t2),



7.9. PROOF OF THE GLUING AXIOM 193

or, passing from vectors to covectors,

i : (d, q) 7→ (d,
dt1 ⊗ dt2

q
).(7.9.3)

Now, let us define a family of pointed curves over ND by Cd,q = C∨
d with the

parameters at a′, a′′ given by t1/q, t2. This defines a bundle of coinvariants τ̃ on a
neighborhood of D in S.

Theorem 7.9.9. The map

OS ⊗ V → OND ⊗
∑

λ

V ⊗ Lkλ ⊗DLkλ

f(s)v 7→
∑

λ

f(i(s))v ⊗ wλ
(7.9.4)

where 1λ ∈ Vλ ⊗ V ∗
λ ⊂ Lkλ ⊗DLkλ is the canonical g-invariant vector, gives rise to

an isomorphism of D(0)
S -modules τ

(0)
S → τ̃ (0).

Proof. We will use as an intermediate step the sheaf τ∨(0) introduced in the
previous section. By Proposition 7.9.7, the isomorphism φ : τ (0) → τ∨(0), defined

by (7.8.1) is an isomorphism of D(0)
D -modules. On the other hand, let us show that

the map V ⊗ Lkλ ⊗DLkλ → V ⊗ Lkλ ⊗DLkλ, given by

v ⊗ v′ ⊗ v′′ 7→ qdeg v
′

v ⊗ v′ ⊗ v′′

gives rise to an isomorphism of τ∨(0) and τ̃ (0) as D0
D-modules. Indeed, let us

compare the action of the vector field q∂q on both spaces. For τ̃ (0) it is given by

−(L0)a′ , and for τ∨(0), it is given by

γa′(v
∨) + γa′(v

∨) +
∑

γpi(v
∨) + ∆λ.

It follows from Proposition 7.6.9 that the only non-zero term in this sum is ∆λ,
and therefore, (7.9.4) is indeed an isomorphism of modules.

Combining the isomorphisms τ (0) → τ∨(0) → τ̃ (0), we get the statement of the
theorem.

Now we can prove the main result of this chapter.

Theorem 7.9.10. The sheaves of coinvariants τ(C, ~p, Vi), Vi ∈ Oint
k , form a

modular functor with additive central charge c.

Proof. According to Definition 6.4.1, we need to define the gluing isomor-
phism and the vacuum propagation isomorphism for the spaces of coinvariants.
Vacuum propagation isomorphism is given by Corollary 7.3.5; the gluing isomor-
phism is obtained by combining Lemma 7.9.8 and Theorem 7.9.9. Checking all the
compatibility conditions for these isomorphisms is trivial.

For technical reasons, it is more convenient to pass to the dual sheaf

τ∗(C, ~p, Vi) =
(
τ(C, ~p,DVi)

)∗
.

Obviously, the previous theorem immediately implies that the sheaves τ∗(C, ~p, Vi)
also form a modular functor with the additive central charge c. This functor will
be called Wess-Zumino-Witten modular functor.

As a corollary, we have proved the theorem formulated in the introduction to
this chapter.
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Corollary 7.9.11. The category Oint
k has a structure of a modular tensor

category, with 1 = Lk0 , θV = e2πiL0 , and the tensor product
.
⊗ defined by

HomOint
k
(1, V1

.
⊗ . . .

.
⊗ Vn) =

(
τ(C,DV1 ⊗ . . .⊗DVn)

)∗

where C is the “standard” n-punctured sphere, as in (6.4.3).

As a matter of fact, we have not yet proved the rigidity (recall that modular
functor only defines weak rigidity); however, it can be shown that this category is
indeed rigid.?!

A weaker version of this result is the following:

Theorem 7.9.12. Let k /∈ Q. Then the vector spaces of coinvariants τ(C, ~p, Vk~λ )

define a genus zero modular functor. The corresponding ribbon category is the Drin-
feld’s category.

Proof. The proof is obtained by noticing that we have used integrability of
Lkλ only in two places: when checking finite-dimensionality of the spaces of coinvari-
ants, and in the proof of Theorem 7.7.1, identifying the coinvariants for a singular
curve C and its normalization C∨. On the other hand, if we restrict ourselves to
genus zero curves, then the vector spaces of coinvariants are finite-dimensional by
Proposition 7.3.8. It is also easy to show that the proof of Theorem 7.7.1 remains
valid for k /∈ Q if we replace

⊕
Lkλ ⊗DLkλ by (infinite) sum

⊕
λ∈P+

V kλ ⊗DV kλ .

The fact that the corresponding category is exactly the Drinfeld’s category
follows from comparison of this modular functor with the modular functor defining
Drinfeld category (see Proposition 6.5.4). Indeed, Proposition 7.3.8 shows that the
corresponding vector spaces of conformal blocks can be identified, Theorem 7.4.10
shows that this identification preserves the flat connections, and Theorem 7.9.9
shows that the gluing map for these two modular functors also coincides.

Remark 7.9.13. One can note that we have most of the arguments above were
quite general and didn’t use much information about the coinvarints. Most of the
time we were only using the action of the Virasoro algebra on integrable modules,
given by the Sugawara construction. The only places were we actually used the
definition of coinvariants and properties of integrable modules were the proof of
finite-dimensionality of the vector spaces of coinvariants and the proof of Theo-
rem 7.7.1, identifying the coinvariants for a singular curve C and its normalization
C∨. Thus, if we could repeat these two steps in other setups—for example, re-
placing the category Oint

k by a suitable category of Virasoro modules—we would
again get a modular functor. Indeed, it is rather easy to modify these arguments
to define the modular functor related to the so-called minimal models of Conformal
Field Theory, in which the modules Lkλ are replaced by irreducible unitary modules
over V ir with a suitable central charge. If we try to pursue this idea as far as we
can and see what is the most general situation in which we can apply the same
proof, we will arrive at the notion of Rational Conformal Field Theory (or, to be
more precise, the holomorphic (chiral) half of RCFT). The number of references on
this subject is tremendous; some of the more suitable for mathematical audience
are [Hua], influential but unpublished manuscript [BFM], and [Gai]. For more
physical exposition and extra references, see [FMS].
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Index of Notation

A−mod — the category of modules over an
algebra A

αUV W —associativity isomorphism, see Def-
inition 1.1.7

Bn — the braid group in n strands, see Def-
inition 1.2.1

〈〈·, ·〉〉 — see the beginning of Section 1.3
〈·, ·〉 — see the beginning of Section 1.4

(·, ·) — the pairing between a vector space
and its dual

〈W1, . . . ,Wn〉 = HomC(1,W1, . . . ,Wn), see
(5.3.2)

C — the field of complex numbers
C× — set of non-zero complex numebrs
C — a category

Cop — the opposite (dual) category to C
C1 ⊠ C2 — tensor product of additive cate-

gories, see Definition 1.1.15

C⊠n, C⊠A — tensor product of C with itself,
see Definition 1.1.15

C(g) — the category of finite dimensional
representations of Uq(g) over Cq which
have a weight decomposition (1.3.13)

C(g,κ) — the category of finite dimensional
representations of Uq(g)|q=eπi/mκ over

C possessing a weight decomposition,
see Theorem 1.3.2

Cint ≡ Cint(g,κ) — the category of tilting
modules over Uq(g) modulo negligible
morphisms, see Definition 3.3.19

cij = δij∗ — charge conjugation matrix, see
Theorem 3.1.7

Cij — see (3.1.34)

C∨ — normalization of a singular curve C,
see Section 7.7

∆— comultiplication, see Example 1.1.8(iii)

∆λ — conformal dimensions, see (7.4.7)
DS — sheaf of differential operators on S

DLc — twisted sheaf of differential opera-
tors, see Definition 6.6.5

D0
S — see (6.3.5)

D(g,κ) — Drinfeld’s category, see Theorem 1.4.5
dim — dimension, see (2.3.12)

dimq — quantum dimension, see (2.3.13)

δ, δV — isomorphism V
∼
−→ V ∗∗, see Defi-

nition 2.2.1

di — dimVi, see (2.4.4)
D — Casimir element in Ug, see (1.4.4)

D —
√

p+p− in an MTC, see (3.1.15)
DV —dual of V in the category of ĝ-modules

of level k, see Section 7.1

Dn — n-disk
D(n) — n-th infinitesimal neighborhood of

a divisor D ⊂ S, see Section 7.6
⊔ — disjoin union

EndC(U) = MorC(U, U) — the set of endo-
morphisms of U in C

ε — counit, see Example 1.1.8(iii)
eV — evaluation morphism V ∗⊗V → 1, see

Definition 2.1.1

f∗ — the dual morphism to f , see (2.1.15)

G−mod — the category of modules over a
group G

γ — the antipode of a Hopf algebra, see Ex-
ample 2.1.4

g — simple finite-dimensional Lie algebra
over C , see Section 1.3

ĝ — affine Lie algebra, see (7.1.1)

g(C−~p) — algebra of rational g-valued func-
tions on the curve C, see (7.3.1)

HomC(U, V ) — the vector space of morphisms
from U to V in an abelian category C

H —
⊕

Vi ⊗ V ∗
i , see (2.4.9)

h∨ — dual Coxeter number for g,

iV — the morphism 1 → V ⊗ V ∗, see Defi-
nition 2.1.1

ind−C⊠2 — a completion of C⊠2, see (2.4.7)

k — a field of characteristic 0
K(C) — the Grothendieck group (or ring) of

C, see Definition 2.1.9

λV — the isomorphism 1 ⊗ V
∼
−→ V , see

Definition 1.1.7

Lλ — irreducible integrable module over affine
Lie algebra, see Section 7.1
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Mor C — the class of morphisms in a cate-
gory C

MorC(U, V ) — the set of morphisms in C
from U to V

Mg,n,Mg,n — (coarse) moduli space of pointed
curves of genus g with n marked points
and its compactification, see Section 6.1,
Section 6.2

Mg,n,Mg,n —moduli stack of pointed curves
of genus g with n marked points and its
compactification, see Section 6.1, Sec-
tion 6.2

M∗,A —moduli stack of pointed curves with
marked pints labelled by A, see (6.1.3)

N = {1, 2, 3, . . . } — the set of natural num-
bers

[n]i, [n]i!,
[n
k

]
i
— see (1.3.6)

Nk
ij — tensor product multiplicities, or fu-

sion coefficients, see (2.4.1)

Ω =
∑

ai ⊗ ai, see (1.4.1)
ObC — the class of objects in a category C

Ok, Oint
k — categories of level k modules

and of integrable level k modules over
affine Lie algebra, see Section 7.1

OS — structure sheaf of an analytic mani-
fold, see Section 7.2

p± — see (3.1.7)
P+ — the cone of dominant integer weights,

see

P k
+ — dominant integer weights correspond-

ing to integrable ĝ-modules of level k,
see (7.1.3)

π1(M) — the Poincaré groupoid of M

R — the field of real numbers
R—universal R-matrix, see Example 1.2.8(iii)

R —
⊕

Vi ⊠ V ∗
i , see (2.4.7)

ρV — the isomorphism V ⊗ 1
∼
−→ V , see

Definition 1.1.7

Rep(A) — the category of representations
of an algebra A

Repf (A) — the category of finite dimen-
sional representations of an algebra A

RS(M,M) — the category of flat connec-

tions with regular singularities on M ,
see Section 6.3

σV W — commutativity isomorphism, see Def-
inition 1.2.3

s̃ij — see (3.1.1)

sij — s̃ij/D, see (3.1.16)
Sij — see (3.1.32)

Sn — n-sphere

SpD — specialization functor for connec-
tions with regular singularities, see Lemma 6.3.15

tr — trace, see Definition 2.3.3
trq — quantum trace, see (2.3.13)
θ, θV — balancing isomorphism, or twist,

see (2.2.7)
θi — θVi

= θi idVi
, see (2.4.4)

ΘS — sheaf of vector fields on S, see Sec-
tion 7.4

tij — δijθi, see Theorem 3.1.7
Tij — see (3.1.33)
τ(C, ~p, V1, . . . , Vn) — the vector space of coin-

variants for WZW model, see Defini-
tion 7.3.1,

τ(CS , ~p, V1, . . . , Vn) — the sheaf of coinvaraints
corresponding to a family CS of curves

over S, see (7.4.2)

1 — unit object, see Definition 1.1.7
U(g) — the universal enveloping algebra of

a Lie algebra g

Uq(g) — quantum group, see Definition 1.3.1
U(ĝ)k = U(ĝ)/U(ghat)(K−k), see Section 7.1

Vec(k) — the category of k-vector spaces
Vecf(k) — the category of finite-dimensional

k-vector spaces
V k
λ — Weyl module over affine Lie algebra,

see (7.1.2)
Vλ — simple finite-dimensional module over

g or Uq(g) (q—formal variable) with high-
est weight λ

Vλ — Weyl module over Uq(g), q — a root
of unity, see Definition 3.3.2

V ir — Virasoro algebra, see (7.4.8)
V ∗ — right dual to V , see Definition 2.1.1
∗V — left dual to V , see (2.1.7), (2.1.8)

W — Weyl group of g
W a — affine Weyl group, see Theorem 3.3.6

Z— the ring of integers
Z+ = {0, 1, 2, . . . } — the set of nonnegative

integers
Z(G) — the center of a group G

ζ — (p+/p−)1/6 in an MTC, see (3.1.15)


